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Sector-Based Parametric Sound Field Reproduction
in the Spherical Harmonic Domain
Archontis Politis, Student Member, IEEE, Juha Vilkamo, and Ville Pulkki

Abstract—This papers presents a parametric method for per-
ceptual sound field recording and reproduction from a small-sized
microphone array to arbitrary loudspeaker layouts. The applied
parametric model has been found to be effective and well-corre-
lated with perceptual attributes in the context of directional audio
coding, and here it is generalized and extended to higher orders of
spherical harmonic signals. Higher order recordings are used for
estimation of themodel parameters inside angular sectors that pro-
vide increased separation between simultaneous sources and re-
verberation. The perceptual synthesis according to the combined
properties of these sector parameters is achieved with an adap-
tive least-squares mixing technique. Furthermore, considerations
regarding practical microphone arrays are presented and a fre-
quency-dependent scheme is proposed. A realization of the system
is described for an existing spherical microphone array and for a
target loudspeaker setup similar to NHK 22.2. It is demonstrated
through listening tests that, compared to a reference scene, the per-
ceived difference is greatly reduced with the proposed higher order
analysis model. The results further indicate that, on the same task,
themethod outperforms linear reproduction with the same record-
ings available.

Index Terms—Array processing, multichannel recording, sound
reproduction, 3D audio.

I. INTRODUCTION

S PATIAL sound techniques that consider jointly the cap-
turing and reproduction problem are essential for high-

quality natural and immersive reproduction of realistic sound
scenes and acoustic environments. They commonly start from
a small number of recordings of the original sound scene, ob-
tained with a microphone array around the point of interest. By
processing these recordings appropriately, they aim at repro-
ducing that scene to a discrete loudspeaker setup or headphones
perceptually as close to the original as possible.
The various methods can be categorized roughly in three ap-

proaches: direct, non-parametric and parametric. Direct tech-
niques are the traditional sound engineering approaches of op-
timizing heuristically the array geometry and directional prop-
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erties of the microphones to achieve the desired perceptual per-
formance at reproduction [1], [2]. Such techniques map one mi-
crophone signal to one loudspeaker, with no intermediate signal
processing, and target specific reproduction setups. A formal
analysis of their principles based on observation of the repro-
duced acoustic intensity field is presented in [3].
Non-parametric and parametric methods, conversely, allow

significant flexibility in terms of the target reproduction system
and potentially support various microphone array types. Linear
non-parametric methods refer to approaches that are using a
static frequency-dependent or frequency-independent mixing
matrix distributing the input signals to the output signals,
including ambisonics [4]–[7] and various static beamforming
approaches [8]–[12]. Linear methods are based on knowledge
of the array properties and the reproduction setup, indepen-
dently of the captured sound field properties.
On the contrary, parametric recording and reproduction

methods [13]–[21], operating in a time-frequency transform
domain, combine the directional response of the array with a
sound field model and extract the model's spatial parameters
from the recordings. Based on the parameters and the input
signals or a mixture of them, the captured sound scene is
reconstructed on the reproduction system. The parameteri-
zation allows an “objectification” of the acoustic scene into
discrete spatial components, that can be flexibly manipulated
and rendered to arbitrary loudspeaker layouts or headphones.
Many of these techniques are closely related to spatial audio
coding (SAC) methods for compression and up-mixing of
multichannel content [22], [23] which, however, target specific
content formats and are outside the scope of this paper.
The method presented in this work is based upon the prin-

ciples of Directional Audio Coding (DirAC) [21], which per-
forms the spatial analysis/synthesis in a perceptually motivated
way. DirAC estimates directional parameters which are subse-
quently used in the synthesis stage to recreate correct inter-aural
directional cues and coherence that would occur for a listener
in the recording position. The parameters are extracted from a
first-order spherical harmonic (SH) recording format, known as
B-format, even though it has been additionally applied to var-
ious stereophonic arrangements [24], uniform linear arrays [25]
and spaced surround music recording arrays [26]. Binaural re-
production is also possible [27]. Using B-format input, the ap-
proach of DirAC has proved both efficient and effective and able
to provide high perceived quality in reproduction of complex
scenes, exceeding that of a linear rendering method using the
same microphone array [28].
Although the reproduction quality of DirAC is high in most

realistic recording cases, there are acoustic scenarios that vio-
late the sound field model of the method, causing perceivable
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artifacts. Such cases occur, for instance, when spectrally over-
lapping sounds arrive at the array simultaneously from oppo-
site directions and typically cause an overestimation of diffuse-
ness. Since diffuse sound is rendered in DirAC by decorrelation
techniques, the result in such cases can be timbral artifacts and
smearing of transients [29], or an added reverberation effect for
complex non-reverberant scenes [30].
A potential solution is provided by using higher-order SH

recordings of the sound-field. Higher-order recordings naturally
encode the directional properties of the sound field with in-
creased spatial resolution and allow estimation of additional pa-
rameters to describe the acoustic scene, compared to a first-order
B-format representation. In this work such a solution is for-
mulated with the following inter-related objectives: a) resolve
the issues of first-order DirAC by appropriate use of higher-
order signals, b) retain the energetic analysis/synthesis scheme
of DirAC due to its robustness and perceptual effectiveness, c)
preserve the energy of the recording at reproduction equally well
for all directions.
The proposed method divides the captured sound field into

angular sectors within which the single plane-wave plus diffuse-
field model parameters of DirAC are estimated. The number of
sectors depends on the order. The method resolves the issues of
first-order DirAC by reducing the effect of simultaneous sources
or reflections incident from directions outside the sector. This
article presents the theoretical background and practical imple-
mentation of the method, which is optimized using a regular-
ized least-squares mixing technique proposed in [31]. In addi-
tion, a novel parametric extension to frequencies above the spa-
tial aliasing frequency of the array, where SH processing of any
kind fails, is presented with a performance similar to first-order
DirAC. The performance of the implementation is shown to ex-
ceed linear non-parametric techniques with higher-order micro-
phone arrays currently available.
The rest of the article is organized as follows. In Section II we

present an overview of related methods, as well as the basic
theoretical concepts and quantities involved in the proposed
method. The general analysis and synthesis formulation is
given in Section III. A practical implementation and related
issues for an existing spherical microphone array are presented
in Section IV. Finally, in Section V, listening test results and
their analysis are shown.

II. BACKGROUND

A review of spatial sound techniques with principles that re-
late to the proposed method or parts of it is presented below.
It is followed by a description of the signal model and notation
conventions used throughout the article.

A. Spatial Sound Recording and Reproduction Methods

Regarding linear non-parametric techniques, a flexible frame-
work for the complete chain of recording, storing and repro-
ducing spatial sound is ambisonics, pioneered in the 70s by
Gerzon [4]. Ambisonics are based on an expansion of both the
captured sound field and the loudspeaker distribution into spher-
ical harmonics. A theoretical summary of the method along with
practical limitations can be found in [5], [6]. On the recording

side, even though regularly arranged spherical microphone ar-
rays are favored, the SH signals can be obtained from irregular
or even random arrangements [5], [32]. On the reproduction
side, depending on the formulation, a frequency-independent
or frequency-dependent decoding mixing matrix is produced
for the SH signals. However, perceptually meaningful decoding
matrices are difficult to obtain for irregular loudspeaker setups
without some form of numerical optimization. An efficient solu-
tion that circumvents this limitation and is utilized in this work
is proposed in [7]. The reproduction quality of ambisonics is
related to the maximum order of the SH expansion that can be
achieved by the microphone array and the target loudspeaker
setup in use [33]–[36].
Non-parametric methods that mix input signals to the outputs,

captured with directional patterns or with different propagation
delays, correspond invariably to some form of beamforming,
one per loudspeaker, including ambisonics. Based on this view,
beamformers that satisfy other criteria than the least-squares so-
lution of ambisonics can be used for multichannel reproduction
of array recordings. The method in [12] bypasses the ambisonic
formulation and creates directly a set of beamformers of the
maximum allowed order of the array, covering uniformly the
sphere. Their output signals can then be spatialized to the target
reproduction setup. A different approach is conceptualized in
[8] and formulated for a linear microphone array in [9] where
the generated beam patterns implement an amplitude panning
law for the target setup. In [10] the beamformers are adjusted to
follow optimally the recording principles outlined in [3]. Similar
approaches on recording with a portable spherical array for the
standardized NHK 22.2 loudspeaker setup are presented in [11].
With regards to parametric analysis and reproduction of mi-

crophone recordings, the various approaches differ in the gen-
erality of their array model, the assumed sound-field model and
their target application. For example, certain methods are more
disposed to separation and enhancement of directional compo-
nents rather than perceptual reconstruction of the whole cap-
tured scene [15], [16], [20], [37]. Regarding the array support,
many methods are based on coincident arrangements that allow
directional analysis based on inter-channel level differences or
intensity analysis, such as stereophonic pairs in [14], or the
B-format in DirAC [21] and in [15], [17]. Other methods assume
spaced arrays and use time-difference of arrival (TDoA) tech-
niques for direction-of-arrival (DOA) estimation of the direc-
tional components, such as [13], [16], [18]–[20], [37]. In terms
of the sound field model and the associated parameter estima-
tion, a common assumption is that of a single plane wave plus a
uniform diffuse field. That model is followed by DirAC and the
methods in [13] and [14]. The method of [18] assumes a sparse
model of a single active source per time-frequency block, while
the Harpex method estimates the parameters of two plane waves
from a matrix decomposition of the B-format signals [17]. The
number and the DOAs of multiple simultaneous active sources
per block are estimated in [37], with an assumption of fully dif-
fuse sound above the aliasing frequency of the array. In terms of
higher-order SH recording and reproduction, a recent proposal
based on compressed sensing theory is presented in [38], per-
forming a sparse plane-wave decomposition of the SH signals.
If combined with the direct/diffuse separation that the authors
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have demonstrated in [39] for acoustic analysis, the sparse ap-
proach could be an alternative method to reproducing multiple
directional components with diffuse sound.

B. Signal Model and Definitions

Quantities are defined in both the spatial domain and the
spherical harmonic domain (SHD). The basics of the discrete
spherical harmonic transform (SHT) and its application to
sound-field recording are outlined. Vectors and matrices are
denoted with boldface symbols, with lowercase for vectors
and uppercase for matrices. All operations are defined in a
time-frequency transform domain such as the short-time Fourier
transform (STFT), or the complex-modulated quadrature mirror
filter (QMF) bank. The discrete frequency and time indices of
each time-frequency block are denoted as respectively.
Spherical coordinates are written as , where

with inclination from the north pole and az-
imuth . The SH coefficients of degree and order

of a square-integrable function on the unit sphere
are given by

(1)

where complex conjugation is denoted by , and with
integration on the unit sphere denoted as

. The complex orthonormalized spherical
harmonics of order and degree are

(2)

where are associated Legendre functions of degree and
order , and the imaginary unit. The discrete SHT
form of (1) can be computed by sampling at directions

(3)

where are integration weights that preserve the orthonor-
mality of the SHs. For the above equality to hold exactly up to
some order , should be band-limited to and the sam-
pling points should follow . There are various
uniform and non-uniform sampling arrangements that fulfill (3),
for a review of various schemes and their properties in spherical
acoustic processing the reader is referred to [40] and [41]. Uni-
form sampling arrangements are ones such that the integration
weights become equal, with . A class of uniform
arrangements that are utilized later in the presented method are
the spherical -designs detailed in [42].
Let us consider a generic incident plane wave field expressed

by the complex amplitude density , sampled by an
array of microphones around the origin, at positions

. It is assumed that the properties of the array are known,
meaning its geometry and the directional response of its sensors.
The microphone array signal vector is then

(4)

where is the acoustic signal vector, determined by the
acoustic field and the sensor responses, and is a vector of
additive sensor noise that is white and of power across all
channels. The noise signals are assumed uncorrelated with the
acoustic signals and between them.
Focusing in the case of a spherical array of radius

with similar microphones, which is usually the case of interest,
the discrete SHT of the amplitude density can be computed as

(5)

where are the modal (or radial) weights for order , is the
angular frequency and the speed of sound. The modal weights
depend on the type of the array and their expressions can be
found for various spherical array types in [43]. Division by them
cancels the effect of the array to the estimated SH signals. If the
array consists of omnidirectional or directional microphones at
different radii and with unequal directional characteristics, the
modal weights have to be modeled separately for each sensor
and they cannot be factored out as in (5). In this case the SHT
can be formulated in a least-squares sense as has been shown
in [5], [32].
Practical spherical arrays that aim to perform the

SHT of (3) commonly employ uniform or nearly-uni-
form microphone arrangements, since they require the
smaller number of microphones for a maximum opera-
tional order , see the first-order design example of [44]
and the fourth-order examples in [6], [45]. The SH co-
efficients of (5) up to order , are collected in a vector

of length ,
which is referred to as SH signals.We define similarly the vector
of SH values .
By applying the SHT of (5) to the noisy microphone signals

in matrix form, assuming uniform arrangement, we obtain
the vector of noisy SH signals as

(6)
where is a

SH matrix and is a
diagonal matrix of the modal weights. The

symbol denotes the Hermitian transpose. The noise signal
vector is the SHT of the sensor noise and since the transform
is linear, the transformed signals are also uncorrelated in the
SHD across different .
Beamforming in the SHD reduces to simple weight-and-sum

of the SH signals with the SH coefficients of the beam pattern. A
real beam pattern of order is defined in the spatial domain
as and equally in the SHD by its SH coefficients vector

obtained by applying (1) to . Then, the beamformer's
output is given by

(7)

In case the beam pattern is of order then the above notation
implies that its coefficients in the vector are padded with
zeros up to length .
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Fig. 1. Block diagram of the method, with specific blocks indicating inside parentheses the respective sections that describe them. The left half of the diagram
applies to the SH signals and only at sub-bands below the aliasing frequency . This part depicts the sector-based processing of Sections III-B, III-C, III-D &
III-E. The initialization part refers to computations that are performed before the on-line processing, which depend only on the SH processing order for the current
sub-band, and the loudspeaker setup. The right half of the diagram applies to microphone signals and only at sub-bands above the aliasing frequency. It depicts
the high-frequency processing extension of Section III-F, applied when aliasing has an effect on reproduction quality.

The parametric sound field processing is performed based on
signal statistics. We define the instantaneous covariance ma-
trix expressing the inter-dependencies of the array signals in a
single frame as . Assuming sta-
tionarity of the signals, the true covariance matrix is

, where ex-
presses statistical expectation. It can be estimated by averaging
the instantaneous covariance matrices over multiple windows
or by some recursive scheme. Similarly, the covariance matrix
of the SH signals of (6) is

(8)

where and
. The last term in (8)

expresses the power spectral densities (PSDs) of and it
is derived by using (5) and the orthonormality of SHs. It is
obvious from (8) that, contrary to the sensor noise, the noise
power of is not spectrally flat and is determined by the
inverse of the modal weights, with severe amplification at
lower frequencies and for increasing orders [43]. This fact
limits in practice the usable range of the higher-order SH
signals captured with a small array, and it is studied in more
detail in the implementation description, in Section IV-B.

III. METHOD

The method consists of two main stages, the analysis stage,
where energetic spatial sound field parameters are estimated in
the SHD, and the synthesis stage, where these parameters for
each time frame are used to adaptively mix the signals in a

way that the spatial characteristics of the original sound scene
are reconstructed in a perceptual sense. The parameters are the
DOA of the net flow of sound energy and the diffuseness. Dif-
fuseness expresses the ratio of non-directional sound energy to
the total and is directly related to the direct-to-diffuse sound
ratio (DDR), as shown in [46] for a single plane-wave plus dif-
fuse field model. Based on the DOA and diffuseness and the
loudspeaker setup, in the synthesis stage the diffuse part of the
recording is reproduced surrounding the listener, ideally with
zero coherence between loudspeakers. The non-diffuse sound
is reproduced at the analyzed DOAs by means of vector-base
amplitude panning (VBAP) [47].
Employing orders higher than one gives the possibility to

estimate additional directional parameters in a single time-fre-
quency tile. More specifically, depending on the SH order, the
sphere can be subdivided by beamforming into sectors in which
a local DOA and diffuseness can be estimated. Perfectly non-
overlapping analysis sectors correspond to beamformers of in-
finite-order, hence in practice they are approximated with en-
ergy-preserving overlapping patterns of the maximum usable
order in each frequency band. The largest expected benefit of
the sector-based processing is in reproduction of sound scenes
with multiple simultaneous sources or strong reflections. A fur-
ther benefit is that the diffuse component has a directional dis-
tribution and therefore it covers the cases of non-uniform rever-
beration and sources with spatial extent.
A general block diagram of the method is shown in Fig. 1.

The principles of the method can be summarized as follows:
• It is assumed that in a certain frequency band below the
spatial aliasing frequency of the array , the SH sig-
nals of the amplitude density are order-limited to order

, where is the maximum order supported by the
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array configuration. A minimum of first-order approxima-
tion is assumed for all frequencies below .

• Based on the order of a certain frequency band, a
number of perceptually meaningful spatial parameters can
be extracted in spatially separated angular sectors, where
the formation of the sectors and the analysis signals is
performed with beamforming operations. The number
of sectors/parameters and the beamforming weights are
determined solely by the current operational order .
This part is presented in Sections III-B & III-C.

• The analysis signals are detached from the synthesis, and
are constructed only to obtain the spatial parameters.

• The synthesis can be formulated as an adaptive mixing
problem for each time-frequency tile. Its least-squares so-
lution produces a mixing matrix so that the input SH sig-
nals result in loudspeaker signals that match optimally the
energetic spatial parameters of the analysis stage. This syn-
thesis approach is discussed in Section III-E.

• Apart from matching the spatial parameters, the mixing
solution of Section III-E is constrained so that the loud-
speaker signals resemble temporally as much as possible
a linear decoding of the SH signals. This approach incor-
porates higher-order static beamforming, or an ambisonic
solution, into the synthesis method, and such a decoding
example used in the current implementation is presented
in Section III-D.

Finally, a parametric approach for analysis and synthesis above
the aliasing limit is presented in Section III-F, which can be
applied if aliasing occurs at frequencies that compromise the
quality of reproduction. For the rest of the section the time index
of the time-frequency transform is omitted for brevity.

A. Analysis: Energetic Sound Field Analysis

For the following presentation of the spatial analysis and the
estimation of the model parameters, the following assumptions
are made. Firstly, it is assumed that in the th analysis sub-band
the array captures the sound field SH coefficients up to order

, and that the sound field is directionally band-limited to that
order . This assumption holds in practice since
higher-order components captured with a practical small-sized
array decay rapidly at low frequencies. Secondly, it is assumed
that in the same sub-band the transformed sensor noise of
(6) permits an adequate signal-to-noise ratio (SNR), so that the
SHT of the microphone signals of (6) approximates the noise-
less SH signals , for practical purposes. Both con-
ditions are met in the implementation by assigning an appro-
priate analysis/synthesis order for each sub-band, based on an
analysis of the array noise amplification at different orders and
frequencies, and by an alternative analysis/synthesis module for
the high-frequency range above the spatial aliasing limit.
The pressure and the acoustic particle velocity at the origin

due to the measured amplitude density are given by

(9)

(10)

with the unit vector
pointing to the direction of incidence. The signal vector

corresponds to the negative unnormal-
ized Cartesian components of the particle velocity and
is the characteristic impedance of air. The pressure signal can
be captured with an omnidirectional pattern, while the velocity,
as it is obvious from (10), can be captured with three dipole
patterns corresponding to the components of

as

(11)

The signals captured by these dipoles form the signal vector
and together with the omnidirectional pressure signal

they form the B-format signal set. Furthermore, the omnidirec-
tional signal is related to the zeroth-order SH and the dipole sig-
nals to the first-order SH by the following relations

(12)

where are the SH coefficient of the omni-
directional component and

(13)

are the SH coefficients of the dipole patterns.
To estimate the energetic quantities of interest we define

the following quantities. The instantaneous power spec-
trum of the pressure signal is denoted as ,
the combined power spectrums of the velocity signals as

, and the cross-spectrum between pres-
sure and velocity is denoted as the vector .
From these quantities, the active intensity vector , the
energy density and the diffuseness for a sub-band
can be conveniently measured as [46]

(14)

(15)

(16)

where a constant factor of has been omitted from (14)
and a factor of from (15). These factors do not af-
fect the use of the parameters and (15) ensures that the energy
density is normalized to be equal to the power of the omni-
directional signal for a single plane wave or uniform diffuse
field. The diffuseness of (16) is derived from the relation

, where the intensity and energy den-
sity relations are used in the derivation including the omitted
factors. Diffuseness is bounded between with
for a single plane wave. Its maximum value is obtained
only in a standing wave field, in which case the intensity of (14)
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vanishes, and in a purely diffuse field after adequate time-aver-
aging between successive time-frames.
The DOA of the mean energy flow is

extracted as the opposite direction to the intensity vector as

(17)

The energy density , diffuseness and energetic DOA are
the sound field parameters that are required for the perceptual
reconstruction in the synthesis stage.

B. Analysis: Sector-Based Higher-Order Energetic Analysis
Let us consider that in a certain sub-band aliasing-free SH

signals up to order N are supported. Assuming a directional
weighting of the amplitude density function expressed by the
beam pattern of order and respectively its SH coef-
ficients , the weighted pressure signal captured is given,
similar to (7), by .We refer to the beam
pattern as a sector pattern. The velocity due to the same
weighted distribution is given by

(18)
where the signal vector corresponds to the signals captured
with the directional patterns . It is evident from (18)
that it is possible to measure the velocity components of the
weighted field if we are able to generate beam patterns that are
products of the original pattern and the three orthogonal dipoles
as in

(19)

These velocity beam patterns are of order , since they are
products of an -order sector pattern and the first-order
components of . Their coefficients are lin-
early connected to the sector coefficients and can be
found analytically as

(20)

The matrices are sparse deter-
ministic matrices that depend only on the SH coefficients of the
dipoles of (13) and the order . They can be pre-computed for
some maximum order and then be applied to any beam pattern
up to that order, as in (20). The exact derivation is lengthy and
is omitted in this work, however their structure and the steps to
derive them are presented at http://research.spa.aalto.fi/publica-
tions/papers/ho_dirac/, along with pre-computed matrices up to
order .
After the sector and velocity patterns are determined, the
th-order analysis signals can be obtained from the SH

signals similar to the first-order case

(21)

and their instantaneous power and cross-spectra can be similarly
defined as , and respectively.

With the generation of the patterns of (19) and the capture
of the sector and velocity signals and , it is possible to
estimate the energetic quantities of the previous section in a
non-global manner but instead with a specific directional se-
lectivity. More specifically, a local active intensity , energy
density and local diffuseness can be estimated with the
exact same formulas of (14)–(16), if the total pressure and ve-
locity power and cross-spectra are replaced by their spatially
filtered versions.

C. Analysis: Sector Profiles
Based on the analysis scheme of the previous section, it is

obvious that with higher-order SH signals it is possible to gen-
erate multiple sets of spatial parameters that can be utilized in
the synthesis stage, one for each sector beamformer. If the array
cannot support orders higher than one, then the method reduces
to the first-order analysis of B-format DirAC for frequencies
below the spatial aliasing limit. When higher-order signals are
available, then the sphere is divided into sector patterns. The
number, shape and orientation of the sector beams depend on
the order and the application. For the generalized analysis/syn-
thesis scheme presented in this work the following conditions
should be met. Firstly, it is desired that the analysis performance
is equal in all directions. This condition imposes similar axisym-
metric sector patterns covering uniformly the sphere. Secondly,
since the sector energy densities are used in the synthesis to dis-
tribute spatially the sound to the loudspeakers while preserving
the energy of the recording, there should be no loss of energy at
any direction for all sectors. This condition can be formulated
as

(22)

where is the number of sectors, is the sector pattern and
is a normalization constant that depends on the sector scheme.
A final desired condition is that the number of the sector pat-
terns is the minimum one that meets the previous conditions, as
additional sectors increase the computational load without ad-
ditional benefits.
There are only certain designs that fulfill these conditions. For

an analysis order , a direct solution is provided by minimal
spherical -designs of . A spherical t-design defines a
set of points on the sphere for which the integral of all spherical
polynomials of degree is equal to their discrete sum
across these points

(23)

where are the directions of the points of the -design. The
term minimal refers to the -design with the lowest number of
points. Considering any axisymmetric analysis sector of order

, the condition of (22) is met if sectors are oriented at
angles , with only the normalization constant dependent
on the shape of the sectors. The normalization constant in this
case reduces to

(24)
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Fig. 2. Sector profiles for analysis orders –5, with the sector centers
highlighted and the voronoi areas around them.

TABLE I
SECTOR SCHEMES FOR DIFFERENT ORDERS OF ANALYSIS AND RESPECTIVE

NORMALIZATION FOR HIGHER-ORDER CARDIOID PATTERNS

where is the directivity factor of the
sector pattern. A proof of the condition (22) and relation (24) is
given in the Appendix.
Spherical -designs can be found tabulated in [42]. A sum-

mary of them for the first four orders is given in Table I and
a visual presentation in Fig. 2. The shape of the sectors in the
present implementation is chosen to be that of higher-order car-
dioids, which are conceptually simple with only a single posi-
tive lobe and a single null in the opposite direction of the sector's
orientation. The higher-order cardioid pattern of order is de-
scribed by the formula

(25)

where is the cosine of the angle between
the DOA and the sector's orientation. Their directivity factor is
also readily available as .
It is demonstrated how the sector-based scheme ana-

lyzes correctly the DOA and energy in the fundamental
case of a single plane wave. Let us assume that the plane
wave is incident to the array from the DOA and it car-
ries a signal with power . Following the beamforming
operations of Section III-B for uniformly-arranged sec-
tors, the PSDs and CSD of the analysis signals for a single
sector become and

. The property of the sector pat-
terns is used in their
derivation. Finally, the sector-based intensity vector, energy
density, difuseness and analyzed DOA from (14)–(17) are

(26)

It is clear from (26) that in all sectors the estimated DOA points
to the plane wave direction. Consequently, the signal energy
contributed by each sector at that direction at synthesis is ,

which based on the energy preserving property of the sectors
(22) results in the correct plane wave power

(27)

D. Synthesis: Non-Parametric Beamforming Stage
The high-quality variant of first-order DirAC, as presented in

[28], employs B-format signals to generate first-order beams,
termed in literature as virtual microphones, as an intermediate
stage for distribution of the input signals to the directions of
the loudspeakers. This approach combines the advantage of
a non-parametric linear decoding, with high single-channel
quality, with the perceptual reproduction of the parametric
approach, and it reduces musical noise that can result from
incorrect estimation of the model parameters in the parametric
approach. Furthermore, the effort of spatially distributing the
direct sound and producing decorrelated outputs for the diffuse
sound is handled partially by the static beamformers. In the
present method, instead of higher-order virtual microphones,
the beams are formed by an ambisonic decoding matrix opti-
mized for irregular layouts. An even directional distribution of
energy that takes into account the density of the loudspeaker
setup is achieved in this manner. The decoding matrix is
computed according to the efficient solution for ambisonic ren-
dering on irregular layouts presented in [7], termed All-round
Ambisonic Decoding (ALLRAD). For a detailed description
the reader is referred to [7], however for sake of completeness
a summary of the basic steps is reproduced here. Starting from
a description of the loudspeaker setup, given in angles ,
(a) compute an equivalent ambisonic order of decoding

, based on the number of loudspeakers and their
average angular density,

(b) select a minimal t-design of with ver-
tices at directions ,

(c) generate a ambisonic decoding matrix
, for virtual loudspeakers at the uniform angles

,
(d) generate an VBAP gainmatrix , for rendering

the virtual loudspeakers signals at the real ones.
The final mixing matrix to generate the loudspeaker signals is

(28)

Finally, the loudspeaker signals for the linear non-parametric
decoding can be obtained by

(29)

however, instead of using these signals directly, their properties
are combined in a single step with the parametric processing as
described in the following section.

E. Synthesis: Parametric Sound Scene Rendering Based on
the Model Parameters
The analysis stage provides a set of parameters describing the

sound field as a function of time and frequency. At the synthesis
stage, loudspeaker signals are processed from the microphone
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signals such that the result corresponds to the analyzed param-
eters. In detail, the non-diffuse portions of the sound energy are
reproduced at their estimated directions. The diffuse portions
of the sound energy are reproduced with all loudspeakers with
mutual incoherence. Although the sound field parameters are
known, the audio signals corresponding to the non-diffuse or
diffuse parameters are not available as independent signals.
The early synthesis techniques in first-order DirAC divided

the frequency band signals into separate non-diffuse and diffuse
signals using amplitude weighting according to the analyzed
parameters [21]. The non-diffuse part was amplitude gated to
the analyzed direction-of-arrival and the diffuse part was pro-
duced with all loudspeakers using decorrelators. More recently,
in [48] it was shown that in a perceptual sense higher quality of
reproduction can be obtained by first building the target loud-
speaker characteristics in the parametric domain, and then pro-
cessing the non-diffuse and diffuse sounds in a single combined
least-squares optimized mixing step. Furthermore, as shown in
the following, this approach simplifies the present task of syn-
thesizing a combined signal from all sector profiles into the
simple additive process of defining a target covariance matrix.
The target covariance matrix for a time-frequency

block is built as a function of the model parameters , , and
, where , and is the number of sound field

sectors applied in the analysis. For a sector , the estimated
energy of the diffuse part is , and the energy of the
non-diffuse part is . Firstly, the non-diffuse energy is
steered at the estimated direction using energy normalized
vector base amplitude panning (VBAP) [47] gains . For
sector , the target covariance matrix for the non-diffuse sound
is . Secondly, the diffuse sound
energy is distributed incoherently to the loudspeakers. The
target covariance matrix for the diffuse energy of the sound is

, where is a diagonal diffuse energy distributor
matrix with a property , where is the matrix
trace. Concluding the above, the target covariance matrix
combining the parametric information from all sector profiles is

(30)

Having the target covariance matrix defined, an optimized
mixing solution can be formulated following the steps proposed
in [31], which is now reviewed applying the present notation.
The technique assumes an input-output relation

(31)

where M is a mixing matrix to process the input signal
such that the output signal has the defined target covariance
matrix . However, the solution is subject to regularization,
which in turn limits the ability of the system to obtain the target.
Signal is a synthesized residual signal that compensates
for the effect of the regularization in a stochastic sense, and is
defined by its covariance matrix

(32)

The requirement for (32) is that is incoherent with re-
spect to . As derived in [31], a set of mixing solutions is
first formulated assuming an idealized condition that no residual
signal is necessary. With this assumption the set of solu-
tions providing is

(33)

where and are matrix decompositions
and , and is any unitary matrix. An error mea-
sure is then defined as

(34)

where are the linearly-decoded signals of (29) using am-
bisonics. The diagonal matrix adapts the energies of
to those of , to ensure that the error measure is weighted
with respect to the target channel energies. In this context, the
ambisonic signals constitute a constraint for the least-
squares mixing solution in terms of a desirable signal wave-
form for each output channel. Note that contrary to normal am-
bisonic decoding, the output channel energies, coherences and
the spatial energy distribution are completely determined by
the model parameters through the target covariance matrix .
Minimizing in (34) leads to

(35)

where and are unitary matrices from a singular value de-
composition .
Unless regularized, the inverse of in (33) poses a problem

for sound quality. A robust means for regularization is to for-
mulate a singular value decomposition , to
lower limit the diagonal values of to obtain a regularized
diagonal matrix , and to formulate the inverse as

. In the present test implementation, the diagonal
values of were limited such that they were in minimum 0.2
times the largest diagonal value in . Replacing in (33)
causes that the target covariance matrix is no longer reached,
which is compensated for by the additive residual signal with
a covariance matrix in (32). Additionally to its covariance
matrix, the spectro-temporal content of the residual signal also
matters. Therefore in the test implementation it is generated
by applying decorrelating processes to the ambisonic signals

, and then applying the abovemixing procedure such that
the result obtains the residual covariance matrix . In design
of the diagonal distributor matrix , the particular approach
applied in the test implementation was to diagonalize the am-
bisonic signal covariance matrix , and
normalize it so that its trace is unity to form . Such an ap-
proach provides a spatial distribution of the diffuse sound en-
ergy that has similarities to the distribution of the sound in the
analyzed sound scene.

F. High-Frequency Processing Extension
Above the spatial aliasing limit the higher-order analysis/syn-

thesis approach based on the SH signals cannot be used any-
more, as both the analysis beam patterns and the synthesis de-
coding matrices become erratic. In the case of an array with
directional microphones or microphones mounted on a rigid
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baffle, an ad-hoc approach that preserves some of the direc-
tionality of the incident field is to use the microphone signal
directly for the loudspeaker that its direction is closer to the mi-
crophone's orientation. This fixed input-output signal mapping
can be expressed as

(36)

where is a matrix of zeros and ones mapping the
microphone signals to the closest loudspeakers.
Whether the above approach is of sufficient quality depends

on the application and the frequency at which spatial aliasing
appears. For example, compact arrays intended for a maximum
of fourth-order recording, with a radius in the range of 4 8 cm,
will have aliased components at around 6 3 kHz, see also
the design example in Section IV-B. Failing to reproduce cor-
rectly the spatial and energetic properties of the recording at
this range can have a detrimental effect on the overall quality
of reproduction [49]. We propose herein a parametric approach
for the aliased region that can offer a performance close to the
first-order parametric rendering of the method. The method as-
sumes a uniform spherical or circular array of directional mi-
crophones or microphones mounted on a rigid sphere. A single
plane wave model is assumed incident from direction with
no diffuse field present. It is known that the continuous pres-
sure distribution on the array due to the plane wave exhibits an
axisymmetric shape which is oriented towards the DOA of the
plane wave. This pattern is frequency-dependent for the baffled
array or frequency-independent for an array of ideal directional
microphones. Let us denote this distribution as
where is a quantity proportional to the plane wave mag-
nitude. By taking the magnitude of this pattern
we neglect directional phase effects and interference which con-
tribute to the aliasing. The magnitude of the distribution is also
axisymmetric and oriented towards . Finally, integration of the
unit vector on the unit sphere, weighted with the direc-
tional pressure magnitude, results in a vector oriented also at
due to the symmetry of the magnitude distribution

(37)

where is the magnitude of the vector, proportional to the
plane wavemagnitude. In practice, for a discrete array this DOA
vector can be estimated in the th sub-band by approximating
the integration of (37) by the discrete summation of

(38)

from which the high-frequency DOA can be extracted.
An analysis window longer than the temporal dimensions of the
array is required for correct estimation. This DOA vector has
been used before for a first-order array of cardioid microphones
in [49] and for widely spaced multichannel arrays for music
recording in [26].
Since pressure and velocity cannot be estimated correctly

above the aliasing frequency, the energetic diffuseness estima-
tion of (16) cannot be used. Instead an alternative diffuseness

estimator is used based on the temporal variation of the inten-
sity vector [50]. Herein, the intensity vector is replaced by the
DOA vector of (37) and the diffuseness is given by

(39)

In the case of an array of omnidirectional microphones that
do not provide any DOA-dependent directionality, the previous
method cannot be used. Alternatively, the approach of [51] can
be used, based on TDOA of the envelope of the signal in the
high-frequency region.
Finally, after the high-frequency parameters have been

extracted, we can apply the least-squares mixing technique of
Section III-E for rendering. Since SH signals are not usable,
the method is formulated directly for the microphone signals,
with the input covariance matrix , and by replacing the
ambisonic signals with the microphone signals . The
target covariance matrix is constructed as in (30) for a single
sector, with the mean energy of the microphone signals.

IV. IMPLEMENTATION

An offline implementation of the proposed method was real-
ized in Matlab. The inputs to the method, following Fig. 1, are
the spherical harmonic signals, the SH processing order for each
sub-band for the SHD analysis/synthesis, and the loudspeaker
directions. The microphone signals and the array geometry are
provided if rendering above aliasing is needed. The following
sections explain in more detail the implementation choices re-
garding the configuration of the method.

A. Time-Frequency Transform and Interpolation of
Parameters
A 64-band uniform, complex-modulated QMF bank is ap-

plied for the time-frequency analysis, equipped with cascaded
sub-subband filters in the lowest three frequency bands to ob-
tain a 71 band resolution. The purpose of the secondary filters
is to achieve at the lower range a frequency resolution similar
to that of human spatial hearing. The filterbank has been earlier
applied, for example in [52]–[54].
The processing is performed independently in each frequency

band. The instantaneous covariance matrix is estimated first,
based on which the directional analysis corresponding to the ap-
plied order of spherical harmonics is performed. The division to
sectors, and the within sectors parametric analysis is performed
as described in Sections III-B & III-C. The target covariance
matrices are thus formulated also based on the instantaneous
covariance data.
The instantaneous covariance matrices of the input signal,

and the instantaneous target covariance matrices are consecu-
tively averaged over a window of 64 QMF time indices, in half-
overlapping frames every 32 QMF time-indices. These average
covariance matrices are applied to formulate the least-squares
mixing matrices as described in Section III-E. Such averaging
is necessary to provide, in a stochastic sense, meaningful spa-
tial sound processing, while preserving the sound quality by
avoiding excessively fast changes in the resulting mixing coef-
ficients. The mixing matrices are linearly interpolated between
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the frames so that the center of the frame receives a non-inter-
polated mixing matrix.
The decorrelated signals are processed from the linearly-de-

coded signals of (29) by applying pseudo-random delays at each
frequency band, ranging between approximately 20 and 80 mil-
liseconds in the low range, transitioning to an interval of approx-
imately 5 and 15 milliseconds in the high range. These intervals
are a result of manual adjustment between sufficiently large de-
lays, to avoid coloration when decorrelated and non-decorre-
lated sounds are mixed, and sufficiently short delays to avoid
the artifact of added reverberation effect. A recursive onset sup-
pressor is implemented prior to feeding the frequency band sig-
nals to the decorrelators, since typically the result of applying
decorrelating operations to transients is detrimental for the per-
ceived sound quality [29], [55].

B. Microphone Array Analysis and Order Selection
As mentioned earlier, for a real microphone array the method

requires the SH signals , obtained from the microphone sig-
nals, and a specification of the SH processing order for each
sub-band, according to the array capabilities. Furthermore, if
the high-frequency extension is employed, the method requires
the microphone signals and an approximate spatial aliasing
frequency limit to assign the two different processing modes at
the respective ranges. Note that for the high-frequency exten-
sion, a description of the orientations of the microphones is
also needed. If the array is nearly-uniform, an approximate rule
can be derived that determines a lower frequency limit for each
order, based on a maximum tolerated noise amplification. Based
on the assumption of an ideal uniform array and according to
(8), the noise power amplification for order is

(40)

It is known that for successive orders has at low
frequencies a roll-off of dB per octave [56], up to approx-
imately . Since the response of (40) is linear in a
log-log axis, it is approximated as a line corresponding to a
power function of the form , as can be seen in Fig. 3.
The parameters can be found by the logarithmic line and
finally the lower frequency limit for a certain order with
an array of microphones that results in a noise amplifi-
cation is given by

(41)
This practical rule requires only knowledge of the number of
microphones and the array radius. If the array is not uniform or
spherical, a more thorough theoretical or numerical analysis is
needed to determine the frequency limits in which it supports
each order without excessive noise amplification.
The implementation was tested with the Eigenmike spherical

microphone array1, consisting of microphonesmounted
on a rigid sphere with a radius of . The sampling
geometry is a truncated icosahedron one, with the microphones

1http://www.mhacoustics.com/products#eigenmike1

Fig. 3. (a) Noise amplification curves of simulated Eigenmike for orders
–4, with the linear approximation curves in the region, and the
frequency limits for maximum amplification of 10 dB. (b) Regularized inverse
filters for the realization of the SHT for orders –4, with the regularization
set for maximum amplification of 10 dB.

TABLE II
LOW FREQUENCY LIMITS FOR HIGH-ORDER PROCESSING

FOR THE EIGENMIKE AND RESPECTIVE QMF BANDS

mounted on the faces. This sampling geometry can obtain up
to fourth-order SH signals. Based on the approximate formula
of [41], spatial aliasing occurs at around

for such an array. Based on these specifica-
tions, the approximate rule of (41) and a maximum noise am-
plification of , the processing order for each QMF
sub-band was set as presented in Table II. The noise amplifica-
tion curves and the selected lower frequency limits per order are
shown in Fig. 3. The range for the high-frequency extension was
set slightly above the approximate aliasing frequency, at 6 kHz.
QMF bands below 6 kHz of the SH signals are processed
according to the sector-based method of Sections III-B–III-E.
The QMF bands above 6 kHz applied to the microphone signals

, are processed according to the high-frequency extension of
Section III-F.
In order to evaluate the proposed order selection scheme, a

rigid spherical microphone array simulator was implemented.
The simulator was additionally used to simulate noisy array
recordings from reference sound scenes for the listening tests
of Section V. The directional response of ideal omnidirectional
microphones on a rigid sphere were approximated as a series of
Legendre polynomials , frequency-weighted with the modal
weights [56]. For a simulation of the Eigenmike, the series
was truncated at 30 terms without loss of accuracy. Array im-
pulse responses for any direction of incidence were obtained
in this way. Simulated microphone signals were then further
transformed to SH signals by applying the summation of (5),
followed by an inverse filter per order, realizing the inversion
of the modal weights . In order to avoid excessive amplifi-
cation of the higher-order signals at low frequencies, Tikhonov
regularization was used, set according to the same maximum
noise amplification as in the order-selection scheme. The regu-
larization value with respect to noise amplification was obtained
as described in [6]. Example inverse filter responses are plotted
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Fig. 4. Mean directional error for HF-extension.

in Fig. 3(b) for . It is clear that the filters are in ac-
cordance with the selected lower frequency limits of each order
of Fig. 3(a) and Table II, since they equalize the responses down
to that frequency and then they decay again. Note that the true
amplification of the filters reaches
due to the regularization taking into account the improvement
of SNR by the number of microphones.
In the case of the real Eigenmike array, instead of using a the-

oretical model, the SHT was realized by FIR filters obtained by
a least-squares regularized inversion of free-field measurements
around the array, similar to [6], [57]. A measurement-based
SHT compensates for any unidealitites and deviations of the
real array from the model. It has been shown that performance
in the SHT close to the theoretical one can be reached in this
manner [6], [57].

C. High-Frequency Extension Evaluation
The HF analysis scheme presented in Section III-F was eval-

uated for the Eigenmike, both for a simulated ideal array and
for a real device, based on a dense grid of free-field response
measurements. Firstly, the performance of the DOA estimator

was evaluated for a single plane wave incident from .
Since estimation errors can be direction-dependent, a spherical
grid of 162 DOAs was generated by subdividing the faces of an
icosahedron and the error between the true and estimated DOA

was computed. The root-mean square
error (RMSE) across all directions is plotted in Fig. 4. It is ev-
ident that in this basic case, the error above aliasing is close to
zero for the ideal array, and for the real one is less than 10
which is deemed acceptable for the high-frequency range.
Secondly, the performance of the diffuseness estimator of

(39) was evaluated. A diffuse field was simulated as 162 in-
coherent plane waves of gaussian noise of 1 second. A direct
component was simulated as an additional plane wave of noise
incident from the front. By adjusting their relative power, an
ideal diffuseness value could be set.
The error between true and estimated diffuseness was
computed and averaged for 50 realizations. The results for 5
diffuseness values are plotted in Fig. 5. The estimator performs
well above aliasing for both the simulated and the real case, with
the error being less than 0.2 for all cases.

V. LISTENING EXPERIMENTS

Two listening experiments were organized to evaluate the
perceptual benefits provided by the proposed method. The first
test assumed ideal SH signals up to fourth order at all frequen-
cies. This scenario is practical only in the case that the method
is applied to synthetic and virtual sound scenes, where encoding

Fig. 5. Diffuseness error for HF-extension: (a) simulated ideal eigenmike,
(b) real measured eigenmike.

TABLE III
LAYOUT OF THE APPLIED 29-CHANNEL LOUDSPEAKER CONFIGURATION

of sound material into ideal components of an arbitrary order is
possible. The main condition tested in this case was the effect
of utilizing the proposed higher-order processing compared to a
similarly ideal first-order processing. A second condition tested
was if there exists any advantage of using a parametric tech-
nique over direct linear reproduction such as the ambisonic de-
coding of Section III-D, even at orders as high as four.
The second test considered a practical scenario of a spherical

microphone array subject to microphone self noise and spatial
aliasing. This condition tested the performance of applying
the method to a recording with a real-world array, in which
case the parametric processing with frequency-dependent
order was employed. Furthermore, the high-frequency ex-
tension for frequencies above the aliasing limit of the array
was used. The processing order for each frequency band for
the sector-based method and the band limits for switching to
the high-frequency extension were set according to the array
analysis of Section IV-B. Comparisons were both with respect
to the first-order DirAC technique and with respect to linear
reproduction using the same signals. The listening tests were
conducted in an anechoic chamber using 28 loudspeakers in a
sphere, with positions as listed in Table III. Such a loudspeaker
configuration resembles the recent 22.2 surround layout de-
scribed in [2]. A more detailed description of how the different
reproduction modes were generated is given in Section V-B.

A. Reference Sound Scenes
Five synthetic sound scenes were generated, listed in

Table IV, for the 28-loudspeaker configuration. The mix scenes
contained three sources in the horizontal plane, and one source
above the listener. Themusic scenes contained four instruments
in the horizontal plane in the frontal arc between . The
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TABLE IV
REFERENCE SOUND SCENES

original recordings in all cases were anechoic. The room effect
was generated using the image source method. The angles of
the image sources were quantized to the nearest loudspeaker in
the applied layout of 28 loudspeakers. The design of the pro-
gram material involving simultaneous sources and prominent
specular reflections was known a priori to stress especially the
low-order model-based parametric rendering systems. Simpli-
fied cases, such as fully diffuse sound fields, or a single source
in a free field, were not included in the test, since these were
known to be well reproduced with the parametric techniques
regardless of the processing order.

B. Reproduction Modes

Both listening tests had the same reference scenes of
Table IV. In the first test, fourth-order noiseless ideal SH sig-
nals were generated directly by encoding the reference signals
into up to fourth-order SHs. According to the formulation of
Section II-B, these signals would correspond to a spatially
band-limited sound scene captured in the vector . Ideal
B-format signals were additionally generated by multiplying
the first-order SH signals with the coefficients of (12). The
SH signal vector was processed with the proposed method set
to fourth-order processing at all QMF bands (P_full), and by
the ambisonic decoding outlined in Section III-D (L_full), using
all 28 loudspeakers. B-format was processed with first-order
DirAC (P_1st) and, additionally, with a first-order ambisonic
(L_1st) decoding included as a low-quality anchor, using a
quasi-regular subset of 12 loudspeakers. This subset was a
compromise between the minimum of 4 loudspeakers, which
is too sparse for consistent localization, and higher numbers,
which are known to induce spectral coloration [33].
In the second test, microphone signals capturing the sound

scenes were generated according to the array simulation de-
scribed in Section IV-B. According to the specifications of the
Eigenmike, with an equivalent input noise level of 15 dBA, and
assuming a moderate level for the sound scenes of 60 dBA, we
added gaussian noise to each microphone signal corresponding
to an SNR of 45 dB. The signal power of an omnidirectional
reference encoding of the sound scenes was used to set the
noise power. The result corresponds to the noisy microphone
signal vector . The fourth-order noisy SH signals
were obtained by applying the regularized SHT described in
Section IV-B. Note that the SH signals in this case were also
spatially aliased above approximately . Noisy
and aliased B-format signals were generated in the same way
as in the ideal case. Finally, the noisy SH and B-format signals
were processed again with the proposed parametric method
(P_full), fourth-order ambisonic decoding (L_full), first-order

TABLE V
REPRODUCTION MODES UNDER TEST

DirAC (P_1st) and first-order ambisonics (L_1st). However, in
this case the sector-based processing was operating at different
orders at each QMF band according to the specification of
Table II. Furthermore, the microphone signals and the high-fre-
quency extension of Section III-F was used for bands above
6 kHz. The original 28-channel signal was included to the test
set as a hidden reference. The reproduction modes under test
are summarized in Table V.

C. Test Setting
Ten subjects participated to both tests, all of which re-

searchers in the field of audio and not authors of this paper.
The listeners rated the similarity of the reproduction modes
with respect to a known reference using a graphical interface
through a touch screen display. The reproduction modes were
presented in random order. The scores were given using sliders
without intermediate labels. The top of the scale indicated that
the item is indistinguishable from the reference, and scores
towards the low denoted an increasing perceived difference.
The subjects were instructed to use the scale broadly. The
subjects were allowed to rotate in the chair but not to move
away from it while listening.

D. Results
A two-way repeated measures analysis of variance

(RM-ANOVA) was applied to the result data of both tests, with
factors Reference_scene and Reproduction_mode. The analysis
with both tests provided the following results: Significant ef-
fects were found with factor Reproduction_mode and with the
interaction Reproduction_mode Reference_scene. The means
and the 95% confidence intervals of factor Reproduction_mode
are shown for the two tests at Figs. 6 and 7. in both tests, all
means differed significantly from each other, except the first
order parametric reproduction with respect to the higher order
linear reproduction.

E. Discussion
The following observations can be made on the results:
a) The higher-order SH signals can be exploited to clearly

improve the performance regarding reproduction accu-
racy in the parametric rendering scheme.

b) Using ideal fourth-order SH signals the proposed method
achieves almost perceptually transparent results for all
scenarios.

c) For both low and high orders, and with both idealized con-
ditions as well as using an actual microphone array, the
parametric technique was perceived closer to the refer-
ence than the linear technique.
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Fig. 6. Means and 95% confidence intervals of the first listening test with ideal-
ized reproduction assuming up to fourth order of available spherical harmonics.
P denotes parametric reproduction and L denotes linear reproduction.

Fig. 7. Means and 95% confidence intervals of the second listening test as-
suming an actual microphone array. P denotes parametric reproduction and L
denotes linear reproduction.

Concluding the results, at least for dense loudspeaker setups,
it is perceptually beneficial to capture higher-order SH signals
and to apply a parametric method such as the proposed method
to process the loudspeaker signals.

VI. CONCLUSION

This work presents a novel method for high-quality para-
metric reproduction of sound scenes captured with a small-sized
microphone array. The method is formulated in the spherical
harmonic domain and is scalable in the sense of using the
higher-order signals only in frequency bands that support them.
A minimum performance of first-order rendering is guaranteed,

similar to least-squares optimized DirAC rendering, which has
previously been shown to offer good perceptual quality in most
cases. In addition, the frequency range above the spatial aliasing
limit of the array, which is usually neglected, is processed with
a similar parametric approach offering a performance equal to
first-order rendering.
The analysis of intensity and diffuseness, previously utilized

in parametric spatial audio coding, is extended to higher-orders
by segregating the sphere into an order-dependent number of
sectors and then performing the analysis for each one of them.
This approach extracts multiple local spatial parameters instead
of single global ones. The multiple parameters permit panning
of the directional content in the recording to multiple directions
simultaneously, reduced use of decorrelation, and diffuse ren-
dering with a directional distribution, offering improved per-
ceptual reproduction of the spatial properties of the recording,
compared to first-order processing.
Based on a listening test with reference sound scenes, the

performance of the method was evaluated against two cases.
The first was assessing the improvement of the higher-order
model, compared to a first-order processing scheme similar to
DirAC. The second was assessing the improvement against
a state-of-the-art linear high-order rendering such as an opti-
mized ambisonic decoding. In both cases, the present method
was judged perceptually closer to the reference by the listeners.
Furthermore, the method applied to idealized noiseless record-
ings achieved close to transparent results, while operating on
realistic simulated array recordings the performance was only
slightly degraded. Hence, it is concluded that if the array sup-
ports high-order recordings, the proposed parametric method is
beneficial in all cases.

APPENDIX
PROOF OF ENERGY PRESERVATION OF SECTOR PATTERNS

Let us assume axisymmetric real beam patterns of
order oriented at the vertices of a spherical -design of

. Axisymmetric patterns can be described by SH co-
efficients with their pattern given by

(42)

where is the Legendre polynomial of degree and
is the cosine of the angle between the DOA

and the beam's orientation. The squared pattern is
also axisymmetric and a polynomial of degree , thus exactly
integrated by a spherical -design as in (23). Furthermore, due
to the orthogonality of SH, the integral of SH of order
is

(43)
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Based on the above relations, the condition of (22) can be
written as

(44)

where the spherical harmonics addition theorem was used in the
third line and relation (43) was used in the last line. The quantity

corresponds to the directivity factor of the pattern
and can be directly computed

from the coefficients of the pattern as

(45)
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