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TEKNILLINEN KORKEAKOULU DIPLOMITYON TIIVISTELMA

Tekija: Heli Nironen

Ty6n nimi: Diffuusit heijastukset huoneakustiikan mallinnuksessa
Paivamaara: 12.10.2004 Sivuja: 92
Osasto: Sahko- ja tietoliikennetekniikka

Professuuri: S-89 Akustiikka ja &dnenkasittelytekniikka

Tyon valvoja: Professori Matti Karjalainen

TyOn ohjaaja: TKT Tapio Lokki

Tassa diplomitydssa tarkastellaan diffuusien heijastustallinnusta huoneakustiikassa. Tyds-

sa kaydaan lapi adnen etenemiseen liittyvia kasitteitdagteita ja tunnetuimpia mallinnus
menetelmia. Tavoitteena on, ettd opiskeltua teoriapolg#aisiin hyddyntad mydhemmin ai
heeseen liittyvassa tutkimuksessa. Huoneakustiikannmaksessa kaytetyt menetelmat jg
tellaan tassa tydssa kolmeen ryhméaan. Ensimmaisen ryhreéetelmissa aaniaaltojen eter

minen mallinnetaan aanisateiden avulla. Toisen ryhmandastavat radiositeettimenetelmat,

joissa aanta heijastellaan diffuusisti huoneen seiniinaostetun verkon solmujen valilla. Ko
mannen ryhman menetelmat perustuvat aaltoyhtalon ratkaisTyon painopiste on kahteq
ensimmaiseen ryhmaan kuuluvissa menetelmissa. Vaikkinmsmenetelmia tarkastellaa
kin enimmakseen fysikaalisiin periaatteisiin tukeutuesitellaan myos yksi menetelma4, jo
mallintaa diffuuseja heijastuksia ihmisen havitsemisperustuen. Tydssd myos toteutetg

yksinkertainen malli huonevasteen alkuosalle. Tasséllstaan kuvalédhde- ja radiositeettl

menetelmaéd. Toteutettu malli esitellaan yksityiskoletsiisja silla saatuja tuloksia analysd

daan. Myds tytdssa kasiteltyjen menetelmien soveltuviarttaisiin tarkoituksiin kartoitetaan

Teoriapohjan perusteella analysoidaan, mitd menetelm@taan kayttdd huoneen akustist
ominaisuuksien arviointiin, mitkd menetelmista sopivathaiten auralisaatioon ja minkalais
kompromisseja vaativat dynaamiset reaaliaikasysteemit.

Avainsanat: diffuusi heijastus, aanen sironta, huoneakustiikan malis, sédemenetelmat, r
diositeettimenetelma, auralisaatio
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Chapter 1

Introduction

Room acoustics is concerned with sound propagation in sa@s. In most environments a
sound is heard as a combination of a direct sound straight&rsource/sources and indirect
reflections from surfaces and other objects. If acoustica gfface is examined, both the
direct sound and the reflections are keys to a sound field inadhsidered space.

Characteristics of the reflections depend on propertieh@fréflecting surfaces. The
reflections can be simple like specular reflections wherentcg sound is reflected out
from a surface in the same angle (related to a surface noasdtcame to the surface. On
the other hand, if the surface is diffusely reflecting, tHfeemion can be highly complicated.
Enclosures with at least in parts diffusing surfaces ar¢eqgifferent in their acoustical
behaviour from those with just specularly reflecting susfacDiffuse reflections result in
a more uniform distribution of sound energy throughout anrddl]. Inclusion of surface
diffusion in modelling of room acoustics is an importanttéacif the aim is to achieve a
good prediction accuracy].

In many virtual reality applications computational modw]lof acoustical spaces is fun-
damental. Demands vary from real-time simulations in métiia and computer games to
non real-time situations with high accuracy needs. Priedicf room acoustical conditions
in music performance spaces is an example of the latter.iddggo listen to results has
always been essential9).

Inaccurate modelling of diffuse reflections remains a paléir weakness of room acous-
tics auralisation. Various mathematical models for défusflections have not yet been
fully exploited and optimised for rooms. Today, room immutesponses are often simu-
lated using approximate, ray-based models and energytlgiffesion methods. Even with
these approaches the lack of reliable input data (scaftéuirctions, scattering coefficients,
etc.) is, however, a real problem.

This Master’s thesis examines modelling of diffuse reftawdiin room acoustics. The
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purpose is to familiarise oneself with physical principdesl basic methods applied to room
acoustics modelling. The objective is to find out how diffusiections have been treated
in computational modelling and simulation of acoustic ggaantil now. Some applied
methods are considered in detail. The emphasis is on raadbaethods and radiosity.
Also some wave-based methods are presented, mainly inxtafteredicting scattering
from a single diffusely reflecting surface. However, thesaavbased methods are left out
for more accurate analysis in this work. In addition, two noets which could be used in
situations where real-time processing is required, arsgmted. A simple implementation
which applies the studied techniques is carried out in dilar practice familiarise oneself
with physically-based room acoustics and diffuse refleatimdelling. The implementation
is presented in detail and the modelling results are andlySmally, based on the studied
techniques and the implemented system, modelling techaiquost suitable for different
situations are discussed. The methods which could be apmigoredict an acoustical
quality of a real room are covered. Applicability of the madk for auralisation purposes is
also considered. The question how diffuse reflections doeilreated efficiently in dynamic
real-time auralisation is studied as well.

This thesis serves as an initial investigation in the fieldliffise reflection modelling.
The purpose is, that the theory and techniques studied loeild be applied in a future
research work.

Structure of the Thesis

The thesis is divided into six separate chapters. Contditkee@hapters are the following:

Chapter 1: Introduction. The scope, the objectives, and the structure of the thesis is
presented here.

Chapter 2: Background. This chapter covers the theoretical basis needed to uaderst
physically-based diffuse reflection modelling. First, dweristics of sound waves are dis-
cussed. After that the concept of sound reflection is stuidigigtail in order to understand

what is diffuse reflection. Next, ways of expressing theudiffig effect of a surface are

considered. Finally, main methods applied to room acasistiodelling are presented.

Chapter 3: Modelling Diffuse Reflections. Some proposed methods for predicting dif-
fuse reflections are considered in detail in this chaptee firlst three subsections present
methods which apply ray tracing, beam/cone tracing, antbsdag All these methods

can be categorised to physically-based approaches. Itiagdivo methods, meant to be
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used in reverberation engines, are presented. The firsesétls physical in a sense that
it utilises physical models of the components of Schroedféusgrs. The other method
applies a completely perceptually-based approach.

Chapter 4: Implemented system. In order to familiarise oneself with physically-based
room acoustics modelling methods and especially with okl related to modelling dif-
fuse reflections a simple implementation is carried out. @&y part of a response in a
shoe-box shaped room is modelled. Used methods and algsritiesulting responses, and
analysis of modelled responses are presented in this chapte

Chapter 5: Discussion. Onthe grounds of the studied principles and techniqueferdiit
diffuse reflection modelling methods are discussed henest,Fhe methods most suitable
for predicting the response of a real space are discusse&th droblems of aforementioned
methods in context of auralisation are considered. Als®ntlethods which could be used
in dynamic real-time simulation of diffuse reflections argcdssed.

Chapter 6: Conclusions and Future Work. Characteristics of diffuse reflections and
properties of different diffuse reflection modelling matsare summarised in this chapter.
In addition, suggestions are made for future investigation



Chapter 2

Background

In order to understand how diffuse reflections have been mnle future could be mod-
elled with physically-based methods, some background ledye is needed. This chapter
covers fundamental principles and main methods used ingdilysbased room acoustics,
and especially in diffuse reflection modelling. Basic pbgbprinciples like characteristics
of sound waves, reflections, and particularly diffuse réitbexs are discussed. Furthermore,
some ways of expressing the diffusing effect of a surfacerdreduced. Finally, the main
modelling methods used in a field of room acoustics predicii@ examined.

2.1 Characteristics of Sound Waves

An important property of sound waves is their ability to spart energy and information
from one place to another. This happens through a mediuntwitsielf is not transported.
When a wave propagates, a change in pressure and in densitysied along from point to
point. As the wave has passed, the medium reverts to itstunogsl stateq7].

In principle, any complex sound field can be considered aparposition of numerous
elementary sound waves. In the following subsections diegsand concepts related to
the propagation of sound waves are considered. The présenfallows the way Kuttruff
has introduced these characteristics of the sound waMgsif not otherwise mentioned.
However, the same principles have also been discussed hwoeighly by Piercedl], for
example.

2.1.1 \Velocity of Sound

If sound propagation is free of losses, the medium where acsmave propagates is un-
bounded in all directions, and the medium itself is homogeseand at rest, a velocity of
sound is constant with reference to space and time. For théhaivelocity of sound is

4
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defined as
c=(3314+060) m/s, (2.1)

where0 is the temperature in centigrade.

2.1.2 Some Basic Relations

A sound wave can be completely described by indicating mateous displacements of
particles of a medium. However, often, instead of the displeent itself, a velocity of
particle displacement (@article velocity is considered as a basic acoustical quantity.

Vibrations in the sound wave do not take place at all pointh wisame phase. At some
points in a sound field particles vibrate in the opposite phaserefore, in certain regions
the particles are pushed together and in other regionscoapart. Under an influence of
the sound wave variations occur gas densityandpressure These are functions dfime
andposition Difference between an instantaneous pressure and apgtedsure is called a
sound pressure

Because changes of the gas pressure caused by the soundcaawvgenerally so rapidly
that heat can not be exchanged between adjacent volumeratenie sound wave causes
adiabatic variations demperature As a consequence, the temperature can also be consid-
ered as a quantity characterising the sound wave.

A number of basic laws connect various acoustical quastity utilising these laws it
is possible to set up a general differential equation gomgreound propagation:

At first conservation of momentum has to be defined. It can pesssed by the following

relation:
ov

ot’
wherepis the sound pressurgy is a static value of the gas densityis the particle velocity,
andt is the time.

Conservation of mass leads to the following expression:

gradp = —po (2.2)

ap
E>
wherep is the total gas density including its variable part: po + dp. Changes op and
p are assumed to be small when compared to the static vpiuasd pg. On the contrary,
the particle velocity is assumed to be much smaller than the sound velocity.

If it is assumed that a gas is ideal, the following relatioo&ltbetween the sound pres-
sure, the gas density variations, and the temperature ebafy

podivv=— (2.3)

_K@_ K o0

= = . 2.4
Po K—10+4273 ( )

P
Po
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In the previous expressiak is an adiabatic exponent. By eliminating the particle veloc
ity v and the variable padp of the gas density from Eqs2.Q) and @.4) the following
differential equation is achieved:

02
PAp = aTE’ (2.5)
where
2= K%. (2.6)
0

This differential equation is referred to agvave equationlt governs propagation of sound
waves in any lossless fluid and is therefore of central ingpae for almost all acoustical
phenomena.

2.1.3 Plane Waves

If it is assumed that acoustical quantities depend only roe tind on one single direction
which may be chosen as x-direction of a cartesian coordisstéem, Eq. 4.5 can be
expressed as:

?p %p
W — W. (2.7)
This differential equation has the following general siolot
p(x,t) =V (ct—x) +W(ct+X). (2.8)

In the previous expression the first term on the rightpresents a pressure wave travelling
in positive x-direction with velocityc. The second termlV, describes a sound pressure
wave which propagates in negative x-direction. Each terrthisf equation represents a
progressiveplane wavewhere the sound pressupas constant in any plane perpendicular
to the x-axis. These planes of constant sound pressuresléed wavefronts Any line
perpendicular to the wavefront isrssave normal

The particle velocity, as Eq.2(2) states, has only one non-vanishing component. This
is parallel to a gradient of the sound pressure. As a consequén fluids, sound waves
are longitudinal waves. By applying the E®.%) to Eq. @.8) the following expression is
obtained for the particle velocity:

V=\Vy= i[V(ct—x)—W(cH—x)]. (2.9)
PoC
The ratio of sound pressure and particle velocity in the e@laave which propagates in
positive direction (W = 0) is frequency independent as camsden from Egs. A.8) and
(2.9:
5 — poC. (2.10)
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This ratio is called &haracteristic impedancef the medium. When the wave is travelling
in negative x-direction also this ratio is negative.

Harmonic waves are of particular importance when charaties of sound waves are
considered. In harmonic waves, time and space dependeacewstical quantities follows
a sine or a cosine function. W is set to zero antf specified as the cosine function, the
following expression is obtained for a plane, harmonic wave

p(x,t) = pcogk(ct —x)] = pcogwt —kx), (2.11)

wherep’=| p(x,t) | is the absolute value of the sound pressure at platéimet, k (= w/c)
is a propagation constant omave numbeandw (= kc = 2rtf) is anangular frequency
Complex notation of the previous expression (Ed.]) reads as follows:

p(x,t) = Re{pexpli(wt —kx)]}, (2.12)

or, when Re is omitted:
p(x,t) = pexpli(wt —kx)]. (2.13)

Until now it has been assumed that the wave medium is freessieky However, if
this is not the case, the pressure amplitude does not reroastant in the course of wave
propagation. Decreasing of the amplitude occurs accordirag exponential law and Eq.
(2.13 has to be modified in the following way:

p(x,t) = pexp(—ax/2) exp[i(wt —kx)], (2.14)

wherea is an attenuation constant.
Finally, it can be concluded that a plane wave is an idealigek type. It does not exist
in the real world, not at least in its pure form.

2.1.4 Spherical Waves

In spherical wavesurfaces of constant pressure (wavefronts) are concespthieres. A
vanishingly small source, point source which introduces or withdraws fluid, has to be
imagined in the common centre of these concentric spheogshis kind of geometry, polar
coordinates with distanaefrom the centre as a relevant space coordinate are appmpria

The differential equation, Eq2(5), which has now been transformed into polar coordi-
nate system, can be expressed as follows:

?p 20p 10°p
a2 Tror o (2.15)

A simple solution for the previous equation is

p(r,t) = 22 (t - E). (2.16)

41mr Cc
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This solution represents a spherical wave produced by d poirrce atrr, with avolume
velocity Q Volume velocity tells the rate at which fluid is expelled bg tsource)’ means
partial differentiation with respect to time. The argumentr /c indicates that any distur-
bance created by the sound source is propagated outwardeldttity c and its strength is
decreasing as/t.

In case of the spherical wave, the only non-vanishing corapbaf the particle velocity
is the radial one. By applying the E®.P) into Eq. .16 this component can be expressed

as
v galole o) e

When the volume velocity of the source varies accordin@( = Qexp(iwt), whereQ is
the absolute value of the volume velocity, EQ.16 yields a harmonic spherical wave in
complex notation:

p(r.t) = %Qexp[i(w —kn). (2.18)

Again, the patrticle velocity, obtained from EQ.17), is

_P 1

The previous formula indicates that the ratio of the sourdgure and the particle velocity
in the spherical sound wave depends on the distarared on the frequencg = kc. In
addition, it is complex. This means that between both gtiastihere is a phase difference.
However, for distances which are large compared to the wag#h, the ratiop/v tends
asymptotically to the characteristic impedance of the omadiFor this reason, when dis-
tance from the centre is large compared to all wavelengtitdvied, a limited region of the
spherical wave may be considered as a good approximatidre gfiane wave.

2.1.5 Energy and Energy Density

When a sound source generates a sound wave, it delivers eseengyto a fluid which is
then carried away by a sound wave. When this sound wave isdewad as a function
of time it can be understood as a sound sigriahergyof a time-limited sound signal is
expressed in the following waytp]:

E:/sz(t)dt, (2.20)

whereT is an observation period of the sound signmis the pressure of the sound signal,
andt is the time.

Energy contained in a unit volume of a wave is characterigea duantity callecenergy
density When considering energy density it is important to diaiis between potential
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and kinetic energy densities. These can be expressed assoll

2 . 2
Wpot = L =P v (2.21)

The total energy density is now:

It should be noted that energetic quantities do not simpty, #dwo waves are superim-
posed on each other.

2.1.6 Intensity

Another important quantity isound intensity It is a measure of energy transported in a
sound wave. This quantity can be understood by imaginingdevi of 1nt perpendicular

to the direction of sound propagation. The intensity, whiah be seen also as a power of a
sound signal, is an amount of energy per second which pdssesindow. In general, the
intensity is a vector parallel to a vectoof the particle velocity. The intensity is given by:

| = pv, (2.23)

wherep is the pressure and is the particle velocity of the sound. As a consequence of

energy conservation:

ow .
— +divl =0. 2.24
Fra (2.24)
Because intensity is also an energetic quantity, eithensities do not simply add if two

waves are superimposed on each other.

2.2 Reflection of Sound

In order to understand what is diffuse reflection and how illdde modelled in room
acoustics, principal laws of sound reflection have to be knoWwhe simplest kind of re-
flection from a wall is a specular reflection. In the specuédtection illumination and
irradiation angles (in relation to the surface normal) obargl wave are the same. The
theory related to the specular reflection in context of aglaave is explained first in this
section. After that, more complicated reflections causediffsaction, scattering, and dif-
fuse reflections are considered. Also, the concept of diffiedd is introduced. Finally,
section ends with a discussion about terminology used itegbof diffuse reflection. Kut-
truff’s book [41] has again been used as the reference if not otherwise medtiédnother
source of information, where these issues have been coedideR 3], for example.
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2.2.1 Principal Laws of Sound Reflection

In reality, all sound waves originating from a sound sounae spherical waves or super-
positions of spherical waves. A reflection of the sphericalefrom a non-rigid wall is
highly complicated. However, when the sound source is rottose to a reflecting wall
or to a scattering obstacle, the situation can be often ffiegpby neglecting the curvature
of a wavefront. This is done also here. An incident, undisdrwave is assumed to be a
plane wave.

The situation where the plane wave strikes a surface or ammiplane of infinite extent
is considered first. In such a situation, in general, partrafiiating sound energy reflects
from the plane in the form of reflected wave originating frdma plane. The amplitude and
the phase of the reflected wave differs from those of an imtidave. The incident and the
reflected waves interfere with each other and form togetiiele@st partially) a standing
wave.

Reflection Factor

Changes in the amplitude and the phase can be expressed mpkexreeflection factor

R= |R|exp(iX). (2.25)
Ris a property of the wall. Its absolute vallR} and phase angledepend on the frequency
and direction of the incident wave.

Absorption Coefficient

The intensity of a plane wave is proportional to the squangre§sure amplitude. For this
reason, the intensity of the reflected wave is smaller bytaféR|? than that of the incident
wave. Fraction 1 |R|? of an incident energy is therefore lost during reflectionaity

a=1—|R? (2.26)

describes this loss. It is called absorption coefficiendf the wall.

Wall Impedance

By the reflection factor the acoustical properties of a walfacce are completely described
for all angles of incidence and for all frequencies. Anotheantity that is even more
closely related to physical behaviour and to constructicthe@wall is based on the particle
velocity normal to the wall and to the sound pressure at thiasel This quantity is called
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thewall impedancelt is defined by

z= (2

— 2.27
Vn)surface’ ( )

wherep denotes the sound pressure at the surfacesatite velocity component normal to

the wall. The wall impedance, like the reflection factor, éngrally complex and function

of the angle of sound incidence. The impedance usually dsag frequency changes.
The wall impedancé is often divided by the characteristic impedance of the air:

Z

== 2.28
00C (2.28)

In the previous expressigm is the static value of the gas density ani$ the velocity of
sound. The resulting quantityis called aspecific acoustic impedance

Sound Reflection at Normal Incidence

Next, let's assume that a wall is normal to the direction inchhthe incident wave is
travelling, as illustrated in figur@.1. The direction of the incident wave is chosen as the
x-axis of a cartesian coordinate system and the wall intésgbe x-axis ax = 0. The wave

is coming from the negative x-direction. Its sound pressu(gt) and particle velocity
Vi(x,t) are:

pi(X,t) = poexpli(wt —kx)], (2.29)
() = P eypi
Vi(Xt) = a:exp[l(oot —kx)], (2.30)

wherepy is the absolute value of the initial sound pressure of thlemt wave,w is the
angular frequency of the wavé,is the wave numbet, is the time,x is the place in the
X-axis, pg is the static value of the gas density, anid the velocity of sound.

As mentioned before, the reflected wave has a smaller ameliind its phase has
changed. Both changes are described by the reflection factaraddition, when defining
an expression for the reflected wave, the sign before the wawderk has to be reversed
because the direction of travel has reversed. Furthermatse,the sign of the particle ve-
locity must be changed, becaudp/0x has opposite signs for waves travelling in positive
and negative direction. The sound presspix,t) and the particle velocity; (x,t) of the
reflected wave can now be expressed in the following way:

pr(X,t) = Rpoexpli (wt + kx)], (2.31)

Vi (X, 1) = —R& expi(wt + kx)]. (2.32)
PoC
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Incident
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Reflected
wave
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Figure 2.1: Sound reflection, normal incidendé][

Sound Reflection at Oblique Incidence

A more general case of sound waves whose angles of incideageébeany value, is
considered next. Let's assume that a wall normal as well aava wormal of the incident
wave lie in thex —y plane of a cartesian coordinate system, as depicted in fiyre

Reflected
wave
y
90 /
o
X
Incident
wave

;ji T (vi)y

(Ui)as

Figure 2.2: Sound reflection, oblique incidendé][
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In this kind of situation, in Eqg. 4.29 x is now replaced by'. The latter belongs to
a coordinate system, for which axes are rotated by the dhgleith respect to thx—y
system. The result is a plane wave propagating in the pesitidirection. Now, according
to the coordinate transformation formuleandx’ are related by

X = xcosBp + ysinBy, (2.33)
and when this is inserted to Eq.R9*:
pi = Poexp—ik(xcosbp + ysinBp)]. (2.34)

A velocity component normal to the wak-Component) is required for computation of
the wall impedance (See Eg.27). This is obtained from the following expression:

B 1 dp
When this is applied to Eq2(34)
(Vi) = p;"‘; cosBo exp—ik(xcos8o + ysindo)]. (2.36)
0

Also in the case of oblique incidence, the signxomust be reversed when the wave is
reflected. Furthermore, the pressure and the velocity atéptied by reflection factorR
and—R, respectively:

pr = RPpexp—ik(—xcosbp + ysinBo)], (2.37)
~_Rpo : .
(Vr)x=— DoC cosBp exp—ik(—xcosBy + ysinbp)]. (2.38)
0

Again, the direction of propagation includes the arijevith the wall normal.

2.2.2 Diffraction, Scattering, and Diffuse Reflection

Simple laws of sound reflection hold only for walls with an iitie extent. In reality, any
free edge of reflecting wall or panel will scatter some soumetgy in all directions. The
same happens when a sound wave hits any other obstacle wfdimitent. Scattered wave
spreads more or less in all directions. The phenomenonledddiffraction. It is common
in room acoustics and sometimes referred alsecamd scatteringIn some connections,
diffuse reflection is seen as a consequence of diffractioor. titis reason, diffraction is
considered here before diffuse reflection itself is disedss

ITerm exgiwt), which is common to all pressures and particle velocitisspmitted from this and the
following expressions.
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Figure 2.3: lllustration related to diffraction of a planawe from a rigid half-plane4[1].

Diffraction can be introduced in the following way: Let's@mine a rigid plane with one
straight edge as depicted in figu2e3. When this rigid plane is exposed to a plane wave
at normal incidence, it can be expected that the plane reflErhe sound into region A.
At the same time another region, region B, which can be c@lledhadow zoneremains
completely free of sound. If the wavelength of an incidenirgbwave were vanishingly
small, the aforementioned situation would be true. In tgdtiowever, a diffraction wave,
originating from the edge of the plane modifies this pictBehind the plane there is still
some sound intruding into the shadow zone. Furthermorbgindgion C, the plane wave is
disturbed by interferences with the diffraction wave. Imsoary, the boundary between the
shadow zone (B) and the illuminated region (C) is not shatphured by the diffraction
wave. A similar effect occurs at the upper boundary of redion

A wall is not often completely plane. It contains regular omegular coffers, bumps,
and other projections. If these are very small comparedg¢avivelength of the incident
sound wave, they do not disturb the specular reflection ofvdle In the opposite case, if
irregularities are large compared to the wavelength, e&tinedr faces may be treated as a
plane or a curved wall section. Incident sound can then bectefl specularly. There is an
intermediate range of wavelengths, however, in which eagjegtion adds a scattered wave
to the specular reflection of the whole wall. A large fractaeflected sound energy will
therefore scatter in all directions if the wall has an irdlegsurface structure, as illustrated
in figure 2.4. The term diffusely reflecting wall is often used in this axit Diffuse or
partially diffuse reflectionsoccur also at walls which are smooth and have non-uniform
impedance, not only at walls with a geometrically struatiusarface.
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s <
iy

Figure 2.4: Diffusely reflecting wall with an irregular sacke structure.

2.2.3 Diffuse Sound Field

A typical sound field in a closed room is composed of many sifpihne waves. Each of
them has its own particular amplitude, phase, and directitmfind the effect of a wall
on such a complicated sound field, the reflection of each sauawe should be considered
separately. When this has been done, sound pressures @hvalswan be added.

Another possibility is to turn on to some simplifications.tkMihe following assumptions,
general statements on the effect of the wall on the sounddieldllowed: First of all, if the
phases of the waves incident on the wall are randomly diged it is possible to neglect
all phase relations and interference effects caused by.therhis kind of situation, it is
sufficient to add or to average energies of the waves whiclpraygortional to the squares
of the pressures of the elementary waves. Secondly, if isgsirmed that intensities of
an incident sound are uniformly distributed over all positlirections, each solid angle
element carries the same energy per second to the wall. Inassituation it is possible to
speak aboutandom sound incidenceThe sound field associated with a situation defined
above is referred to asdiffuse sound field41], [40], [53].

2.2.4 Terminology

On the grounds of the previous subsections it can how be cwefirthat in room acoustics
the termdiffusion denotes two conceptually different things. On one handusiifin is
a property of a sound field. It describes an isotropy of dioeet uniformity of sound
propagation. Secondly, diffusion is an ability of a surfasescatter incident sound into
non-specular directions. Although sound field diffusionyrba a consequence of diffusely
reflecting boundaries, both items must be well distingudshe

The term scattering is somewhere used in connection wiffadifon and elsewhere in
connection with diffuse reflection. Among others Dalenbétlal. [L8] have considered
different concepts used in context of diffuse reflection.eyinave defined and grouped
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applied terms in the following way:

Diffraction. In a microscopic wave-theoretical view diffraction is orfelee causes
of diffuse reflection. In applied acoustics diffraction mofien means edge diffrac-
tion from reflectors and similar objects.

Scattering. Often used in general linear acoustics for the result ofatifion. In
applied acoustics this term is used for reflection from asmarfwith roughness in a
more general way.

Diffuse reflection. The most appropriate term to describe the process of reflecti
from a diffusor or from a diffusive surface.

In this thesis the terms diffuse reflection and scatterieguaed when reflection from the
diffusive surface is considered.

2.3 Expressing Surface Diffusion

Within physically-based computerised prediction, evenplementation of diffuse reflec-
tion needs to utilise some scattering function. Unfortalyathere are not plenty of reliable
laboratory measurements about diffusing properties daees which could be used as
guidelines in modelling. Usually, only available data axanf manufacturers of dedicated
diffusers. Therefore, diffusing effects of other surfabase to be estimated. Often the only
possible estimate is to assign diffusion factors in refatmroughness-to-wavelength ratios
[18], and to model the scattering function for diffused partref sound with the Lambert’s
law.

Although the Lambert’s law has been widely used also, formga, in computer graph-
ics, there is no physical background to support it. The Latigdaw is based on empirical
observations and describes a perfectly rough or diffusiacaib7]. For these reasons, an
alternative, and a more accurate approach would be to useeti@lly calculated scatter-
ing functions. Of course, measured scattering functiomsbeautilised if reliable ones are
available. In the following subsections, the above memiibdifferent ways of expressing
the diffusion of a surface are discussed.

2.3.1 Lambert’'s Law

According to the Lambert’s law, when directional distriout of reflected or scattered en-
ergy does not depend in any way on the direction of an incideand, the reflection from
a surface is totally diffuse. However, as mentioned, in atiosi and particularly in room
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acoustics, only partially diffuse reflections occur. Evenespecially when many succes-
sive ray reflections from different walls or portions of veadire considered, the assumption
of totally diffuse reflections comes often closer to the acreflecting properties of real
walls than that of specular reflections. In particular, withrerberation processes and in
reverberant enclosures this is the casg.[

Receiver

Source

=

A
AN

n

Figure 2.5: Ideally diffuse sound reflection from acoudljceough surface41].

In order to understand the basic principles of the Lambletis the concept of sound ray
needs to be known. The ray-concept is explained more thbtplater in subsectio®.4.2
in context of ray-based room acoustics modelling methodselit is enough to know that
a sound ray is a small portion of a spherical wave. It origisdtom a certain point and has
a well defined direction of propagation.

When applying the Lambert’s law, totally diffuse reflecdnom a wall take place in the
following way [41]. The situation is illustrated in figure.5.

If an area element&lis illuminated by a bundle of parallel or nearly parallelsayhich
make an angl€, to a wall normal and have an intenslyy an intensityl (r,8) of the sound
which is scattered in a direction characterised by an aéfgleeasured at a distancérom
dsS, can be given by

1(1,0) = 10ds2X 0P _ pygc0s (2.39)
L L
whereB is so-calledirradiation strength The variableB expresses the amount of energy
incident on a unit area of the wall per second. EQ9is valid if there is no absorption. In
other cased,(r,0) has to be multiplied by an appropriate factor (8).
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When applying Eq. 4.39, each surface element has to be considered as a secondary
sound source. The distancewhich determines intensity reduction due to propagatias,
to be measured from the reflecting area elemé&dith a specular reflection, this is not a
case. In the specular reflection the total length of the pativdéen an initial sound source
and a receiver determines the intensity decrease of a saynd he observation whether
this path is bent or straight is not needed.

7 dS

s’

Figure 2.6: lllustration related to the definition of EG.42) [41].

Next, a situation in an enclosure where the whole boundagsssimed to reflect im-
pinging sound in a completely diffuse manner according ¢éothmbert’s law is considered
[41]:

The sound field within a room can be described in a closed fgrantintegral equation.

In order to derive this integral equation, two wall elemedi&and &5 are considered. The
situation is illustrated in figur@.6. The room is assumed to be of arbitrary shape. Locations
of the wall elements are characterised by vectoamdr’. Straight line connecting them
has a length.. Angles between this line and wall normals &ahd & are denoted in the
following by ¢ and¢’. When the elementSiis irradiated by energy(r’)dS per second,
fraction o of it is re-radiated from the & into a space. g, the reflection coefficientis
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defined as
o=1-a. (2.40)

The absorption coefficiert and hence the reflection coefficiamtire supposed to be inde-
pendent of anglesandc'.

According to the Lambert’s law, intensityl @f the energy re-radiated by thé&dand
received at 8is cosc
%ds,
whereB(r’) is the irradiation strength as a function of locatidmanda(r’) is the reflection
coefficient as a function of locatiorf. ¢ andL have been explained before and also in
figure2.6.

Multiplication of Eq. €.41) by cos; and integration over all wall elementSdjives the
total energy per second and unit area receivedam the whole boundary. The following
relation is achieved by adding a direct contributBynfrom a sound source:

dl =B(r")o(r) (2.41)

/
B(r,t) :%//So(r’)B(r’,t—%)%dSﬂ-B(ﬁ(r,t). (2.42)
The previous expression takes into account the finite tiagelime of the sound energy
from the transmitting wall elementSito the receiving one 8by replacing time argument
t with t — L/c, wherec is a velocity of sound.
Eq. (2.42 is an inhomogeneous, fairly general integral equationtifier irradiation
strengthB of the wall. It contains both a steady state case and that efcayihg sound
field. After solving this equation, energy densityr,t) as a function of location and time

t at any pointP inside a room can be obtained from

/ 7
W(r,t) = %//So(r’)B(r’,t— LE)C‘E—,S;dS +wg(r,t), (2.43)

whereL’ is a distance from the surface elemef th a receiverP, ¢’ is the angle of sound
which irradiates from the surface elemer® db the receiver, andvy(r,t) is the direct
contribution from some sound source to the energy densttyeateceiver poinP.

Closed form solutions for the integral equation are avédlaily for simple room shapes.
For this reason, in general, the integral equation B¢t must be solved numerically. One
example of numerical solution methods has been presen{dd]in

2.3.2 Theoretically Calculated Scattering Functions

Another choice for the application of the Lambert’s law isititise theoretically calculated
scattering functions. Calculations can be included in tiegligtion and solved for the actual
case. However, usually this means a much more complicategu@ation schemelp).
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For example Cox and D’Antonidl{]] have gathered together methods for defining the-
oretically calculated scattering functions from isolatenifaces. These are discussed next.
The emphasis is on frequency domain models, but also soreeitimain methods are con-
sidered. The presentation of Cox and D’Antonig][has been used as a reference, if not
otherwise mentioned.

Boundary Element Methods

The most accurate model for predicting scattering fromfaiglifig surface is the Boundary
Element Method (BEM). It is based on the Kirchhoff-Helmladghtegral equation (KHIE).
The Kirchhoff-Helmholtz integral equation formulates firessure at a point as a combina-
tion of the pressure direct from sources and surface intefjthae pressure and its derivative
over reflecting surfaces. The pressife,) at positionr, is given by the following single
frequency form of the integral equation :

rr € RG p(ry)

aG rs's
nERG 3plr) (= Plrero)+ [[pr) 2SS -6
eRG 0 °

op(rs)
on(rs)

ds  (2.44)

wherer, = {X,Vr, 7 } is a vector which describes the location of the receies {Xo,Yo,20}

is a vector describing the location of the sourcesr {xs, Vs, 2} is a vector for a point on the
surface,p(rs) is the pressure at, pi(r;,ro) is the direct pressure radiated from the source
atrg to the receiver at;, G is the Green’s function, n is the normal to the surface pointi
out from the surfaceRG; is the external regiorRG; is the surface anRG is the interior

of the surface.

Source (o, Yo, 20)

Receiver (xTa Yr, ZY‘)

P VAR * . RG,
Point on z U()rigin
surface (s, ys, 2s) RG;

Figure 2.7: Geometry related to BEM prediction modél4 [
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The geometry related to the previous integral equatiotuistiiated in figure.7. The first
term on the right-hand side of EqR.@4) represents the direct pressure. The second term,
where the integral is carried out over the surface, givesrittion of the reflected energy
to the pressure at.. As mentioned, the form of Eq.2(44) is a single frequency form.
This means that the system is in steady state condition $a tivae variation ex@iut) can
be neglected. The Green’s functi@gives, how the pressure and its derivative propagate
from one point in a space to another point.

The integral equation, Eg2(44), includes three possible cases:

1. r; € RG;, the pointr, is external to the scattering surface
2. 1 € RG;, 1y is on the surface
3. rr € RG, r; isinternal to the scattering surface.

The integral part of Eq.2 44) has two terms. One involves the surface presgre) and
the other the surface pressure derivafiygrs)/on(rs). For a locally reacting surfaéehe
derivative of the surface pressure is related to the sugfeessure by the surface admittance,
which can be expressed in terms of equation in the followiag:w

BB (rs) = S0, (2.4

where the surface admittance is denote@byn BEM modelling, quantities are defined in
terms of an outward pointing normal. Surface admittancegieler, are normally defined
with an inward pointing normal. This difference is signifiedre by a primefy’ = —f,
wheref is the more usual surface admittance. The definition of awamat pointing normal
also affects to the interrelations between the admittandetlze surface reflection factor. It
is relevant when implementing the Kirchhoff solution.

There exist various solutions for the BEM. The general smtutequires application of
Eqg. (2.44 twice. First, the surface pressune8s) on scattering surfaces need to be found.
After that a numerical integral is carried out over the stefpressures to determine the
pressures at desired external points. When determiningpitie@ce pressures, it is important
to notice that they depend not only on the incident sound,field also on each other.
To model mutual interactions across the surface, the suifacasually discretised into a
number of surface/boundary elements. It is assumed thatéssure across these elements
is constant. In order to prevent errors in representingicootis pressure variation by a
set of discrete values the elements must be chosen to hdidesily small dimensions.
For very simple surfaces this is usually achieved by makimgdlements smaller than a

2An assumption of a local reaction means that the surfacettaihoe is independent of the incident and the
reflected pressure wave.
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guarter of wavelength in size. When the surface has beeretised, a set of simultaneous
equations can be set up with one equation for each boundameet. These equations will
be for the surface pressures withbeing taken from positions on the surface in the middle
of each element.

In addition to the general solution there exist also sevapaltions derived for specific
situations. For example, a solution for thin panels has peesented by Tera8[]. Periodic
formulations have been derived as wéll].

Kirchhoff Approximation

In order to reduce solution time of the BEM, faster methodssfilving the simultaneous
equations which determine the surface pressures have kegadl For example in optics,
the Kirchhoff approximation has been used to determine tbpggation of light through
an aperture. The Kirchhoff approximation yields the wavecfion and its derivative across
an aperture as unaltered from an incident wave. Both the Wmaion and its derivative
are assumed to be zero on a surround defining the aperturen tMe&kind of approach is
adopted to acoustics it yields reasonably accurate refeulfar field scattering. However,
there are cases where the method is imprecise. Therefstelitd be applied with care.

The Kirchhoff approximation can be introduced by considgra large planar surface
with constant surface impedance across the whole surfabe. plessure on the surface
p(rs) can be given according to the definition of the pressure téfledactor with the
following expression:

p(rs) = [1+R(rs)]pi(rs,ro), (2.46)

whereR s the pressure reflection factor of the surface. This eqonasi sometimes referred
to as aKirchhoff boundary condition In case that a surface is totally non-absorbing, the
surface pressure is simply twice the incident sound pressdn the contrary, on a com-
pletely absorbing surface the surface pressure is jusinitideint sound pressure. When
solving the surface pressures with the Kirchhoff approxiomEq. .46 is substituted
into Eqg. .44 and the resulting expression is then solved with a striaghiard numerical
integration over the front face.

Application of the Kirchhoff approximation requires somether assumptions in addi-
tion to those explained until now. First of all, it is necagst suppose that the diffusing
surface is thin, since the pressure from sides of the suitaceglected. Furthermore, the
surface needs to be assumed large compared to the wavel&hgthressure on the rear of
a panel can then proposed to be zero. When applying the Kifthpproximation prob-
lems thus arise when the surface has a significant thicknmesssmall compared to the
wavelength. This is a case also if the surface has a rapidipgihg surface impedance.
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Furthermore, oblique sources and receivers cause troubles

Methods Applying Further Simplifications

If the Kirchhoff boundary conditions are assumed, numéiiaggration can be further
simplified by applying thé-resnell diffraction The Fresnell diffraction is designed to work
with non-absorbing panels. When applying the Fresneltatiffon, approximations lead to
a solution which includes integration that does not haveratyéical solution. In the past
this was overcome by using tikeesnell integrals These integrals are numerical solutions
which are readily available in tables. These days computeep has increased to such an
extent that the Kirchhoff approximation might be used anthsoe is only a little point in
using the Fresnel integrals. However, if the speed is at mipra some neat and simple
shortcuts for solving the Fresnell integrals exist. Theseestbeen proposed by RindéH].

One more simplified method is called theaunhoferor the Fourier solution method
This is valid only in the far field. The Fraunhofer solutiomi®st useful when analysing
surfaces which do not have unity reflection coefficient. Amifired form of the Fraun-
hofer solution is called also the Fourier theory, sincegradon in this form is essentially a
Fourier transform.

Finite Element Analysis

The Finite Element Analysis (FEABP] uses volumetric meshes instead of surface meshes.
It is much slower than the boundary element modelling wheatinig with exterior domain
acoustics problems, such as scattering from diffusingasetf The FEA is advantageous in
fluid and structural motion.

Edge Diffraction Models

Edge diffraction models produce scattering from wedgessamgle shapes. The total field
of a plane rigid surface can be seen as a sum of a direct sopedylar reflections, and
edge diffraction component§{]. As a consequence, it is possible to solve the scattering
problem by integrating over edges present in a diffuselectifig surface. If high orders
edge diffraction needs to be considered, the method becocattesr slow. However, ad-
vantageous is that an edge diffraction model leads diréatyysampled impulse response.
Thus, it is particularly useful when broadband time domatttering is needed to be com-
puted. It is also feasible if the results are to be integrétéan geometric room acoustics
models.



CHAPTER 2. BACKGROUND 24

Wave Decomposition and Mode-Matching Approaches

If the spatial distribution of a diffusing surface is knowanwave field decomposition of
an acoustic wave can be carried out. When this type of theoapplied, it is normal to
assume that the structure of the diffusing surface is perio@/hen this assumption has
been made, it is possible to decompose a scattered waveiffgment diffraction lobes
by using the Fourier decomposition. Then, simultaneoustians into diffraction lobe
scattered amplitudes can be set up and solved.

Mode-matching approachesH are particularly powerful when predicting effects of
large arrays of periodic structures. The size of the prolitefye solved gets much smaller
than with a BEM model. Wave decomposition and mode-matchpmgoaches offer an al-
ternative approach to the boundary element models. The Bi&)however, more useful
since they can be applied to arbitrary surfaces.

Random Roughness

For large-scale surfaces with small roughness it may bengalgaous to use a statistical
approach. In this, the surface is only determined by sompesiktatistics 11]. When
applying a random roughness model, there needs to be asutfjcivide sample of surface
roughness. Otherwise shape statistics do not properlgsept the surface.

Among others Cox and D’AntonidlP] and Embrechts et al2pP] have used statistical ap-
proaches to model scattering. Cox and D’Antonio have ingattd random rough surfaces
with respect to design of fractal diffusers. Embrechts ethave been interested in scat-
tering coefficients from surfaces. Both of these approaakesme the Kirchhoff boundary
conditions. When applying the random roughness models,assential that surface gra-
dients are not too steep. Otherwise second and higher aflections become important
and the statistical approach breaks down.

Boss Models

Examples of hybrid models are boss modédls][ which use a deterministic solution for
scattering from a single element. The distribution of tleerednts is modelled in a statistical
manner. The best known approach has been developed by TW8&kWwith the proposed
method it is possible to model high order scattering acrdisfemuencies, both in 2D
and 3D. Up to date versions of the theory enable scatterimm filifferent sized bosses.
Problems of the model relate to situations where complefasess are represented by a
series of regular-sized bosses.
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2.3.3 Measured Scattering Functions

As mentioned in the beginning of this section, a lack of tdéaneasured data about diffus-
ing properties of different materials has been a real prolifethe field of diffuse reflection
modelling. Surface scattering elements have been usedestally or by design in rooms
for centuries, but only in recent decades concerted eff@te been made into developing
methods for measuring scattering from these surfaces amdharacterising scattering on
the grounds of measurementsi].

In this section some measuring methods are discussed. Atsaaterisation of diffuse
reflections with the aid of two different measuresditiusion coefficienand ascattering
coefficientis considered.

Measurement of Scattered Polar Responses

Systems used for measuring reflections from surfaces hareldzsed on techniques which
use a source to irradiate a test surface, and measurememphooes at radial positions
in front of the surface to record pressure impulse resporidasophone positions usually
map out a semicircle or a hemisphere. After measuring thespre impulse responses,
time gating is used to separate the reflections from the émtigound.

Impulse responses can be measured in various ways. The amstan method uses a
Maximum Length Sequence (MLS) signal. Swept sine waves tislay spectroscopy or
pulses are also possible choices. However, MLS signalsuarertly the most efficient to
be used if time variance and non-linearity are not an is$dk [

With the aid of the described measurement system a polaomespof a surface can
be generated. A polar response characterises reflectimepnies of the surface. It tells
designers how a surface reflects sound. Polar responseaircantarge amount of data
since a different polar response is required for each fregpudand and for each angle
of incidence [4]. It would be useful, if the scattering could be charactstisvith single
coefficients instead of the huge amount of polar data. Femthipose two coefficients, the
diffusion and the scattering coefficient, have been deweslop

Despite an obvious need to quantify surface diffusion irhlmmmputer modelling and
diffuser design, no standard definition of the diffusion lue scattering coefficient, and no
standard method for measuring or predicting such coeftigieristed before year 2001.
However, through co-ordinated efforts of two working greumder International Organi-
sation for Standardisation (ISO) and Audio Engineeringi@g¢AES), basis for scattering
has now been establishet],[[2]. As a result, the already mentioned two different mea-
sures, the diffusion coefficient and the scattering coeffii have been introduced with
somewhat different application9], [13].
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Diffusion Coefficient

The diffusion coefficientd) aims on condensation of polar data. AES has derived a method
for measuring the diffusion coefficient of a surface as ationcof the angle of incidence

[2], [65]. This method has become the first ever international stafden characterisation

of surface scattering/diffusiorif].

The diffusion coefficient measures the quality of refledigmoduced by a surface by
measuring similarity between a scattered polar respondeaamiform distribution 14].
The diffusion coefficient can thus be used to characterisautfiformity of scattering from
the surface§5]. The measure is intended mainly for evaluation of qualftyaund diffusers
and in situations where it is important to achieve scattéirsttorder reflections, e.g. in
sound studios4].

Considerations that led to the proposed diffusion coefitdimve been described id].
The diffusion coefficient is derived from the autocorradatfunction of the polar response
measured on a semicircle or a hemisphere. The coefficiertakarvalues between 0 and
1. d = 1 means that the polar response is completely unifé@sh [

Limitations of the diffusion coefficient relate to the fabiat the measurement method
does not distinguish between surface scattering and edgeseg. Both of these are in-
cluded in the measurement results. For this reason it ishrapiothat a test sample is large
enough so that surface effects rather than edge effects@rénznt in the scattering when
the method is appliedp).

Scattering Coefficient

The scattering coefficiens) is a measure of the amount of sound scattered away from a
particular direction or distributionlf]. In year 2004, ISO has standardised a measurement
method for a random incidence scattering coefficient.

In this method the scattering coefficient is measured in erbmration chambed], [65].
The method is based on an idea proposed by Vorlander and Mdmf[f€]. It utilises a
variance of a sound field when a test surface is mou&fl [When applying the method,
the scattering coefficient is defined as one minus the ratisdan the specularly reflected
acoustic energy and the total reflected acoustic energy.nWieasured in an approximate
diffuse sound field, the scattering coefficient is calledrtr@lom-incidence scattering coef-
ficient. Values of this coefficient can vary between 0 and % 3¢attering coefficient, mea-
sured with the previously described method, is meant to bd tscharacterise the degree
of scattering due to roughness or irregularity of the s@faScattering due to diffraction
from the edges is not included in the coefficie®®]|

3published in 2001
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The scattering coefficient has the greatest similarity wahbfficients required as inputs
to geometric room acoustics models!]. According to Rindel §5] the scattering coeffi-
cient gives the quantity of scattered reflections, which fagufficient to be used in room
acoustics computer models.

Contrasting Diffusion and Scattering Coefficients

The scattering coefficiergand the diffusion coefficierd don’t have a direct relationship.

A high value ofd implies thatsis also high whereas a high valuesafan be combined with
any value ofd [65]. It would be useful to be able to translate between thes#icieats.

For example MommertzAp] has forwarded a method where correlation between pressure
scattered from a test sample and a plane surface are utili$eddproposed method allows
the scattering coefficierstto be obtained from polar responses.

2.4 Main Methods of Room Acoustics Modelling

In the previous section, some methods for predicting stagtdrom diffusely reflecting
surfaces were presented. Now methods which are commondyfaspredicting a response
of an entire room are discussed. Whether presented metredsitable for modelling scat-
tering/diffuse reflections is not considered in detail he®Baitability of different methods
for this purpose is discussed in chaptend>5.

2.4.1 General Issues about Room Acoustics Modelling

A general approach to room acoustics modelling is basedemthulse response (IR) of
a space. Several different methods have been developectkfticfion of the room impulse
response (RIR). These methods can be divided into thregaréde, as depicted in figure
2.8 1. Methods based on the concept of a sound ray, 2. Radiositiyad, and 3. Methods
that rest on a general solution of the wave equation. Diffiereethods are suitable for
different problems.

Room acoustics modelling can be done for various purposgsexXample, when design-
ing new spaces, like concert halls, room acoustics modehiglps to find out acoustical
characteristics of a space. From the modelled room impelsgonse parameters, such as
reverberation time (RT), early decay time (EDT), clarity) (@efinition (D), center time
(CT), strength (S), lateral energy fraction (LEF), andiirgtaral cross-correlation (IACC),
can be defined. These parameters characterise acoustiesrabtelled spacé&().

Sometimes it is desirable that modelled room acoustics lsarbe listened to. When an
audible result is sought for, RIR modelling can be seen astaopan auralisation process,
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Figure 2.8: Room acoustics modelling methods.

as illustrated figur@.9. The term auralisation is normally used in analogy with al@a-
tion to describe rendering of audible sound fiel@d][ By convolving modelled RIR with
anechoically recorded audio, an audible result is achiewéddelling of a sound source
and a receiver can be combined to the RIR computation stadgaeExist several different
reproduction techniques. These include binaural repitimu¢hrough headphoneg9),
binaural cross-talk canceled reproduction over loudspsafk4], [26] and multichannel
loudspeaker reproductio], [50]. For dynamic auralisation, the RIR must be updated in
real time. This implies recomputation of the RIR, and intdation of it in the convolution

processT9].

IR computation

Convolution

s

Source signal

Binaural
reproduction

Reproduction matrix

Cross-talk Multichannel
cancelled reproduction
binaural

reproduction

Figure 2.9: Auralisation systen79).
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Choosing suitable modelling methods for predicting a RIRassimple. Various things
should be taken into account. First of all, the goal of madglmust be well defined. Is the
purpose to model acoustics of a space highly accurately ibeisough that the acoustics
is simulated more approximately? Also, available componal resources and memory
capacities need to be find out. Furthermore, properties atanstical space which is go-
ing to be modelled should be taken into account. Acoustipatas include single room
and multi room spaces with simple and complex geometriedaanddary conditions. Fur-
thermore, if modelling is done for auralisation purposés important to notice that for a
naturally sounding sound, a wide bandwidth is required.kily¢he frequency resolution
of human hearing decreases for higher frequencies. Cotiimaamethods should exploit
this characteristic. Furthermore, modelling methods khtake an advantage of the fact
that early and late parts of an IR can be modelled separatigtydifferent methods. The
late part of the response is usually much more complex, ctatipo-wise, but less impor-
tant perceptually. Perceptual weight is greatest for thectlisound and for the first early
reflections. In practice, it is difficult to apply a single retl to all cases and to the entire
frequency region. This is true especially when there ark Higmmands on fast processing
[79].

2.4.2 Ray-Based Modelling Methods

Ray-based modelling methods are built on the concept of ads@y. The sound ray means
a small portion of a spherical wave with a vanishing apenthrieh originates from a certain
point. This sound ray has a well-defined direction of protiagaand it is subject to the
same laws of propagation as a light ray, despite the facitthats a different propagation
velocity. Total energy conveyed by the ray remains constamtvided that the medium
itself does not cause any energy losses. However, the itytevithin a diverging bundle of
rays falls as 1r?, as in every spherical wave, wharelenotes the distance from its origin
[41].

Ray-based modelling methods are grounded on geometrioal exoustics. For exam-
ple, Dalenbackl6] has defined the geometrical room acoustics in the followiay:

The geometrical room acoustics exploits the concept of fwant?. Common to all
methods based on the geometrical room acoustics is the pearthat an amplitude across
the wavefront varies only slightly. Also, the curvature bétwavefront is supposed to
be substantially larger than the wavelength. Use of the imysstified by the Fermat's
principle, which states that in the case of homogeneouspfgo media, sound travels by
the shortest path which is possib&il], [16]. Furthermore, the geometrical room acoustics

4The concept of wavefront has been explained in subse2tib®
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rests on the Huygens principle. According to this, a new fvam can be constructed by
placing elementary sources along the previous waveftdijt |

According to Dalenbéck, there exists also a variant of thengsrical room acoustics.
In this, a more practically oriented approach, the Huygemsiple is not usedl6]. As
a consequence, when applying this approach, the phase oind signal is not allowed
to be taken into account. Furthermore, all surfaces mustifge lin comparison to the
wavelengths of interesiLp]. The surfaces must be smooth and have low absorption actor
in order to render sound rays distinctl§][ In addition, locally reacting surfaces need to
be assumed. This is supposed because the sound ray musetiedfbnly by surface
absorption at the point of impact. Furthermore, the phase sfirface reflection factor
should be neglected. In basic solutions, point sources sed.uSound sources must be
placed far from the reflecting surfaces. This last congtifailiows from requirements of
the wavefront curvaturesfl], [16]. The sound signals need to be assumed to be wideband
signals. Wave-related phenomena, such as interferereerptiaccounted forlf]. Because
power summation of elementary ray contributions is usedpherent impulses must be
assumed41].

Well-known ray-based, and thus also geometrical room dicsudased, modelling meth-
ods are image-source method (ISM), ray tracing, hybrid odgtand cone-/beam-tracing
method. These are considered next in separate subsections.

Image Source Method

The image source method (ISM) is one of the most common ragebmodelling methods.
Allen et al. 4] have shown that the image source solution gives an exaothect solution
for a rectangular room with rigid walls. According to Svemsst al. [9], image source
presentation can fulfill the boundary conditions exacfliwb semi-infinite planes are con-
nected so that the interior corner that is constructed hasgle of 180, 90, 60, 45, 36, ...
degrees, and if the walls are either rigid or ideally softwidweer, in reality, image sources
complemented by edge sources give a correct solution fonaeaiangular room with flat
rigid walls [78].

The concept of image sources has been applied to variougpfighiems in electromag-
netic and acoustic wave propagation. It has been extendadbitary geometries with
plane walls, and a number of papergdg][ [4], [8], [46], [35], [76], among others, have
applied this to room acoustics. The concept is based on theigle that a source can be
represented by a source and so-called image sources tleterada free space. In other
words, the source is reflected against all surfaces in a raarder to find reflection paths
from the sound source to a listener. The principle is illistd in figure2.10

After finding the image sources, a visibility check and abdion tests must be per-
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Figure 2.10: Creating an image source.

formed [79]. In the visibility check it is examined that each image seucan be seen
through a reflecting plane as depicted in figdr&l A reflection point must thus be in-
side a finite plane. The obstruction test is done by forminganal reflection path and by
checking that it does not intersect any surface in the roolso fis is illustrated in figure
2.11 Noteworthy is, that image sources are not dependent oristiemér’s position and
only the visibility of each image source may change whenidteriler movesd9]. Bound-
ary conditions of the walls are fulfilled at positions in adrgpace that represent the walls.
The amplitudes of the image sources are adjusted at theses jpaicordingly T9).

l— Reflecting boundar

\
\ Travelling sound ray

o

" Image source

® Receiver

Reflecting boundary

a) b)

Figure 2.11: a) Region where the listener must be for the @sagirce to be visibles]. b)
Balcony obstructing the sound][

All possible sound reflection paths should be discovereddieroto model an ideal IR.
An advantage of the ISM is that it really finds all the paths.wideer, computational re-
guirements are such that only a set of early reflections cdaurel in practice. Maximum
achievable order of reflections depends on a room geomethpamvailable computation
capacity p9.
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When applied to dynamic situations, use of the ISM causesibaelled sound field to
be discontinuous. One reflection will suddenly disappe@noerge every time the receiver
passes a zone boundary. This is one of the signs that the I8Magproximation, even if
it is asymptotically correct for high frequenciesd]. Another big drawback of the image
source concept is that it can not handle diffuse reflectiamfdce scatteringop].

Ray Tracing

Another well-known ray-based algorithm for simulating ifyjequency behaviour of an
acoustic space is the ray tracing (S&€][ [37], [20], [38], [88], [47], for example). It
applies Monte Carlo simulation to sample reflection patlibgives thus a statistical result.
By the ray tracing also higher order reflections can be sedrébr. However, there is no
guarantee that all paths will be foungd].

There are several variations of the algorithm. In the badigtion sound rays emitted by
a sound source are reflected at surfaces according to carnt@i The listener keeps track
of which rays have penetrated it as audible reflections. Adpe reflection is the most
common reflection ruled9]. More advanced methods which include some diffusion to the
algorithm have also been developed, and are discussedaiihidetection3. L

In the ray tracing the listeners are typically modelled dsiwetric objects, like spheres
or cubes, but the listener may also be planar. The listenmebeaf any shape in theory as
long as there are enough rays to penetrate the listener tevachtatistically valid results.
The sphere is in most cases the best choice. It provides aidiventional sensitivity
pattern and is also easy to implemedd][

Hybrid Methods

The hybrid methods combine the ISM and the ray tracing. Thihotepresented by Vor-
lander et al. §9] is an example of these kind of approaches. The hybrid methoel based
on an arrangement where the first reflections are computédhégtimage sources whereas
the late reflections are handled by the ray tracing. Such proaph guarantees that the
accuracy of the ISM is exploited for the early part of a reggowhereas at the same time
exponential growth of the number of image sources is avdieieJd

Beam/Cone Tracing

The beam tracing has evolved from the ray tracing. As in thdreecing, a number of rays
are emitted from the source. Adjacent rays are treated agtrooting a beam, a cut-out of
a wavefront. Each ray is checked for plane-hits and a hit wiith of the finite reflection
planes causes a specular reflection of the ray. New childngnare generated when two
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adjacent rays hit different walls. The incident beam is tBpkt-up into two re-radiated
beams. Whenever a receiver is inside one of the beams, a fagistered. Such a hit
represents a valid image sourc@).

Early versions of the beam tracing were approximate. Theg jisst single rays, as in the
ray tracing, with attached circular (cone tracing) or tgalar (beam tracing) cross-sections
that were growing along the propagatiotd], [25]. When the beams hit an edge, no split-up
was performed. Split-up has been later explored.B) fnd [85], for example.

The beam/cone tracing algorithm is more efficient for findiligwed image sources than
the classical ISM. However, even larger computationalgeam be achieved by subdividing
a volume into sub-domains, as have been dongjiarid [69], for example.

2.4.3 Radiosity Method

The radiosity method has been used for a long time in studiiesat and light radiation, and
also in computer graphics. Application of this method angettigoments to room acoustics
have been described in the following paperdf][ [45], [24], for example. The radios-
ity method belongs to the methods which are based on the gaocahgoom acoustics.
However, at some points, the radiosity differs from coniaal ray-based methods and
can be, for this reason, classified to its own category andidered in its own subsection
here. The method is based on the assumption of Lambertifuselifurfaces. Svensson and
Kristianssen 9] have introduced the radiosity in the following way:

The radiosity method is very closely related to the ray trgci However, instead of
launching a large number of rays and letting them sample demyrsurfaces, the radiosity
method divides boundaries into smaller elements. After sibdivision the rays are sent
between these predefined surface elements. Contributiemgshs, which are callefdrm
factors are computed for each element-to-element combinatiotensities, incident on
each element can be described by an integral equation as afghm contributions from
all other elements and from the original source.

The integral equation for a discretised mddean be expressed in connection of the
radiosity method as

li(t) = loi(t) + Z mjﬂiO'jIj(t—rj—;i)ASj, (2.47)
NS
wherel;(t) is the incident sound intensity at elemertt timet, lo_;(t) is the contribution
straight from a source at that time at elemignh;_; is the form factor between elements
j andi , which can be expressed for completely diffusely reflectiradis according to the

5Compare to Egs.2(42) and @.43) presented already in subsectids. 1
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Lambert’s law: & cosd
c0sH; cosO;
My = — 5. (2.48)

]I
oj is the reflection coefficient, (t — =) is the contribution from a single surface element
j, tis the time,c is the velocity of soundy;_,; is the distance between sending é&nd
receiving () element,AS; is the area ofjth surface elemen®); is the angle of a sound
ray which irradiates from the surface elemé¢rand®; is the angle of the sound ray which
illuminates the surface elemeint

When applying the radiosity method, surface elements ne¢donbe smaller than a
wavelength. They merely need to be small enough so that tine factor doesn't vary
too much across the elements. The basic formulations sutheasambert’s diffusion
indicated by Eq.Z.48 assume that reradiation angle is independent of the incelangle
[79). In order to include specular reflections as well as diffusfkections, more complicated
relationships are possible and also neces<@ily [Furthermore, in the radiosity, intensity
at a surface is assumed to be the same as in an incident rayisTheé Kirchhoff diffraction
approximatiofi. In reality this is true only for an element which is part ofaage surface.
As a consequence of edge diffraction, surroundings of elerhemt modify sound field at
the surface. More complicated form factors could, in pphei take such an effect into
account. The form factors would then be frequency deper{dént

2.4.4 \Wave-Based Methods

Wave-based methods are grounded on the general solutitve @fdve equation. Analytic
solutions for the wave equation are available only for vexy simple cases. Therefore,
usually, numerical methods must be applied. Numericaltiemiunethods either divide the
boundary which surrounds a space into surface elementsidiedhe space into volume
elements. Since computational efforts increase rapidth wicreasing bandwidth, these
methods are primarily used only for the low-frequency rafvgh.

Computational perspective is not the only one which sugptite use of the general
solution of the wave equation only for the low-frequencyg@anAs mentioned already in
the beginning of this section, the frequency resolutionwhhn hearing decreases at high
frequencies. As a consequence, detailed interferencerpsitan not be anymore perceived
at that frequency range. The general solution offers alddtaound field. As a result of the
aforementioned characteristics of human hearing, suchadlettsolution would, however,
be useless at high frequencies. This is true at least as fothg aound field contains several
interfering components. For this reason, the generalisaldior the low-frequency range

6See subsectioh.3.2
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combined with other approximate methods for mid-to-higkgtrency range makes sense
[79]. Such an approach has been appliedi] pnd [7], for example.

Surface Element Methods

Some surface element methods were considered already sedign2.3.2in context of
predicting scattering from a single diffusely reflectingliwBere the surface element meth-
ods are discussed from the room impulse response predjuion of view.

In all surface element methods a surface is subdivided ilments. These elements
typically need to be smaller than approximately 1/8 of a Wevgth. An advantage of the
surface element methods is that open space needs no spe@alarations{9]. Conven-
tionally surface element formulations for room acoustiagleiling have been determined
in the frequency domain, but there exist also some time dos@utions. These have been
presented by Tanaka et aBJ and Svensson et al8(], for example.

In terms of contributions from sound pressure and normaigbawelocity on boundary
surface of a modelled space the KHIE gives the sound field intanior or exterior space.
This is exploited by the BEM, the most common of the surfaeeneint methods. In room
acoustics modelling the BEM can be understood as a methodhwgdives a numerical
solution of the KHIE ['9].

There is some similarity between the surface element metaod the radiosity method.
Important point to notice is, however, that in the radio#iity computed quantity is intensity,
averaged over elements that are large compared to a watkele®g the contrary, in the
surface element methods, surface elements must be snhaltethte wavelength. Quantities
that are computed are sound pressure and particle vel@€iy [

Volume Element Methods

A number of humerical methods which subdivide an air volume volume elements have
been developed for solving the wave equation. In subsegti®2the application of these
kind of approaches for predicting scattering from a singtiuskely reflecting wall was al-
ready shortly discussed. It was mentioned that these methad much slower than for
example BEM and that they are most suitable for modellingifand structural motion.
Anyway, the volume element methods are quite popular in &ié &if room acoustics mod-
elling.

Also, when applying the volume element methods, it is imgoarthat the elements are
small enough. 6-10 or even more elements per wavelengthesmded. Arbitrary partial
differential equations can be handled by several of the austhThis means that including
medium losses, non-linearities, and other phenomenaaiigjistforward [/9].
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Modelling of open spaces is a specific problem for the voluteenent methods. Late
research has put much effort into developing absorbing deyrconditions so that an open-
ended air volume could be truncated and modelled with sucimdery conditions 79].
Examples of the volume element methods are Finite Elemetidde(FEM) P1], Finite
Difference Method in Time Domain (FDTDJL[], Digital Waveguide Method (DWM){3],
and Transmission Line Method (TLM3§]. A good overview of volume element methods
can be found from70], for example.
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Modelling Diffuse Reflections

Diffuse reflections have been modelled in several ways imr@goustics. In reality a
diffuse reflection from a wall is highly complicated and fhist reason methods applied
until now have been forced to make more or less crude simgdiifics in the prediction.

When the intention is to predict a wideband response, wagedprediction methods can
not normally be utilised due to computational limitationst at least for the whole band.
Therefore, physically-based prediction of a RIR, and so pfediction of the diffused part
of the response, is often forced to apply ray-based or rigioethods. In addition, in cases
where accuracy of the modelling result is not highly critiperceptually-based approaches
can be utilised.

In this chapter, some modelling methods applied to diffefkections are described in
detail. The first three sections present physically-baggdcaches which are meant to be
used in the prediction of acoustical characteristics ofahspace. Presented models apply
ray-based methods and radiosity. Sectiofipresents a method which utilises Schroeder
diffusers to build up an audio scene. In sectioba perceptually-based approach, originally
meant to be used for modelling a virtual reference listemowgn, is introduced.

3.1 Methods Based on Ray Tracing

Introduction of sound diffusion into the ray tracing in tr@m acoustics modelling is not
a new thing. Among the first suggestions has been a methodnteesby Kuttruff B9].
In this method each ray hitting a diffusing surface is reflddn a random direction given
by a generation of two random angles. Reflections are donecim & way that the whole
process creates a Lambert’s cosine distribution of theateflieintensity 21].

The method proposed by KuttrufBf] can be applied also to partially diffusing walls.
The patrtially diffusing walls reflect a given fraction of mdfted energy diffusely and the

37
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remainder specularly. However, in this connection a thémnddom number, which is com-
prised between 0 and 1, is needed to control the amount ofeneftected diffusely. If this
number is smaller than the scattering coefficient, reflaabiba ray is diffuse. In the other
case it is specula2[l].

Several authors3p], [31], [43], [27] have applied the randomised ray tracing model.
Common to all these approaches is that they are relativedy gaimplement. Elaborate
corrections which are needed, for example, in approachssdoan the approximate cone
or beam tracing I7], [74] are avoided. Furthermore, models based on the randomised
ray tracing are able to handle all orders of mixed (specular diffuse) reflections. The
main disadvantage of these methods is the great number ofeguired for computation
of detailed responsedT]. Typically 100000 rays are needed. Furthermore, the &mjing
process has to be repeated for each frequency BERA[L7], [89]. This is required since
scattering of rays depends on the value of the scatterinffjaieat, which itself depends on
the frequency.

Broadband Diffusion Model for Ray Tracing Algorithms

Among others Embrecht2]] has considered the problem of frequency dependence of
sound diffusion. He has described an implementation ofaamskd ray tracing model
which computes all frequency components simultaneousilth e proposed method, rep-
etition of the algorithm for each different value of the seahg coefficient is thus avoided.
Embrechts’ proposal is introduced next.

Embrechts applied his method on an algorithm suggesteresrl[20]. The proposed
method is not, however, restricted to this specific algaorithit can be used in any process
based on the same general principles of randomised rapdrathe general framework of
the randomised ray tracing algorithm need not to be changethrechts’ algorithm does
not require any particular assumption on a decay time. Al$mndles any combination of
specular and diffuse reflections.

The method is based on a particular coefficient callepligting coefficienty, which con-
trols sequences of consecutive diffuse and specular rieflsctThis coefficient is defined
for each surface. The value of this coefficient is chosengaddently of the scattering co-
efficient. The value does not depend on the frequency. Thelactodelling process with
the proposed method can start after definition of the smijttoefficient. For each ray hit-
ting a diffusing surface a random numbgis generated. 1K <Y, the reflection is diffuse.
In reversed situation the reflection is specular.

Next, the following expression is exploited. In case of dipHy diffusing surface, the
expectation value of averaged squared RMS presgifgeon a surface receivéR can be
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expressed as follows for a single frequency band:

(PS) = SHir (AR) + (1 9)plped AR), (3.1)

wheresis the scattering coefficienpyis is the sound pressure obtained for totally diffusing
surfaces, angspecis the sound pressure obtained for totally specularly riflesurfaces.

Now, in the proposed broadband method, the scattering cigeiffis in Eq. G.1) is
replaced by the splitting coefficientin all frequency bands. Ray tracing procedure is
executed for all frequency bands simultaneously and duhisgprocedure the energy of a
sound ray is corrected at all frequencieby a factors( f)/y if the reflection is diffuse, and
by a factor(1—s(f))/(1—Yv) if itis specular.

According to Embrechts, the proposed energy compensatieatid in theory. However,
he noticed that in reality it is not totally trouble-free. happlying the method, statis-
tical errors of computed results increase for the same nuoficeound rays compared to
the traditional ray tracing methods which compute freqydmends separately. In order
to compensate this, a greater number of rays are needed.inTthisn requires a greater
computing time and the benefit of a single pass is then lost.

In order to preserve the efficiency of the algorithm, an appate control of the splitting
coefficient is necessary. After analysing how differenticks of the splitting coefficient
influence on the ray tracing process, Embrechts proposespromise where the splitting
coefficient is set to an average value of the scattering cisifis of all frequencies. Another
suggestion is to use a formal expression for computing amapt/alue for the splitting
coefficient. When applying formal expressions a new valumikhbe computed at each
reflection of the sound ray.

Embrechts proposes also further improvements to the #igoriAccording to him, a still
more efficient algorithm could take an advantage of diffeesnobserved in reverberation
times as a function of frequency. Because very long rays se&ulionly in octave bands
where the reverberation time is long, the adaptation psookthe splitting coefficient could
take this into account. In addition, differences in statidterrors among frequency bands
could be exploited. Naturally, it does not make sense todpeare computing efforts
for a particular frequency band where required accuracyiaioed with less rays than in
other frequency bands. Modification of the splitting codédint could be used to progres-
sively concentrate efforts in the frequency bands whicliiregmore rays. A drawback of
the aforementioned procedure is, however, that now staiistrrors need to be evaluated
periodically in all bands.
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3.2 Combining Beam Tracing and Radiosity

An example of approaches based on the beam tracing is Lewggestion which utilises
advantages of the image source method, the ray tracinghanddiosity £8]. This method
combines two different methods, the beam tracing and thHesiyl Basic ideas behind the
beam tracing and the radiosity method have already beerdinted in sectio2.4. Here
the way how Lewers applied these methods is discussed.

As mentioned already in sectiéh4, the beam tracing finds image sources very quickly.
However, it alone is not adequate for modelling spaces wviithsly reflecting boundaries,
because it can not produce a diffuse sound field. In situatidmere surfaces are diffusely
reflecting, decays obtained with the beam tracing are ustiealLewers solved this prob-
lem by combining two methods. In his approach specular tidlex are formed with the
beam tracing approach while diffused part is predicted withradiosity.

Surface 6 Surface 1

Surface 5 ‘ , Surface 2

Surface 4 Surface 3
Figure 3.1: In Lewers’ model for diffuse reflections surfa@nd receivers are presented
with nodes in a networkd[g].

At the time Lewers introduced his diffusion model, a suggesfor the use of this kind
of approach in acoustic models had already came from Mdié.[Therefore, the idea of
using the radiosity model in room acoustics prediction itasew. However, the novelty
of Lewers’ method was the idea to combine the beam tracingtenchdiosity methods.

Because the interest here and in this thesis is on ways of limggdehe diffused part of
a response, characteristics of Lewers’ version of trisgiginéam tracing algorithm are not
considered further here. Interested readers can tudB}o Instead, the diffusion model is
presented in detalil.

1According to Lewers48]
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Proposed Diffusion Model

In the Lewers’ radiosity-based method surfaces are regladth nodes and sound paths
with lines forming a network as depicted in figuldd. The energy which moves between the
nodes depends on form factors between pairs of surfacesréBegwers’ diffusion model
can be applied, the scattering coefficies)tneeds to be defined for each surface within a
room. Specularly reflected energy is now reduced not onlylby a) by absorption but
also by(1—s) by diffusion. The energy removed from the model by diffusisstored in
plane impulse responseA plane impulse response is an array associated with eafegtsu
where every time bin stores the energy that has arrived mithitime period.

In the beam tracing beams emanate from a source with a peweFhese beams are
reflected across a surface with an absorption coefficiefdrming an image with a power

P =Ps(1—q). (3.2)

At a distance from the image, receivers receive the intensity
R

| = — . 3.3
412 (3.3)
A plane impulse response stores now the en&ygy
sAR
=— 3.4
4mr2’ (3.4)

whereA is a cross-sectional area of the beam arglthe length of a beam axis as it hits
the surface. The diffuse model disseminates total enermgived by the surface in a period
of a time bin through the network. A surface intenditycan be now expressed as

E
A (3.5)

The diffuse model is applied after the specularly reflecfingcess has ended. At this
point diffuse energy resides in the plane impulse respon®élsen the energy is driven
through the network, processing starts with the first timefbi the first surface. It con-
tinues with the first time bin for the second surface and tlweritfe remaining surfaces.
After this, the algorithm moves on with the second time bintfe first surface and so on.
The amount of energy which moves from one surface to anotiegrts on the plane form
factors between the surfaces. The energy acquired by ezsaiepends on the distance and
on listener’s angle of incidence to the surface.

The plane form factom;_; tells the fraction of energy which is diffusely emitted fram
surfacej and reached at a surfaceAccording to Lewers, Mooresf] has defined the plane

form factor in the following wa?r

n LR 0

I *

2Compare to equatior2(49 in subsectior?.4.3
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In the previous expressiofes is the area of the emitting surfachys is the area of the
receiving surfacer;_; is the length of a line joining two elemental areas, &dnd6;
are angles formed by this line and respective normals. Sorcmost pairs of the planes
there is no analytic solution to the previous equation, Lrewesed the following discrete
approximation:

mj_ = %%Zcosej(m. (3.7)
The variables of the previous expression are defined dunmdoilowing process:

Each surface is examined in turn. Over each surface a rectangular grig¢meigted,
forming area?\Aes g is the number of grid nodes on the surface. From each grid aode
hemisphere oh triangular beams is emitted. Each beam encloses a solid Ayl Usual
ray tracing process is used to find a surfaaach beam hits. The length of a central ray
and a sum of ca8; 4, terms is recorded.

As mentioned already, the radiosity technique has been tuaditionally in computer
models for the behaviour of light. In this connection thediaspect of an arrival of energy
has not been concerned. On the contrary, room acousticlgisemdepends on the time of
arrival of the energy. A line which joins two surfaces vaiiregength. This length depends
on a point at which the line meets each surface. Hence, thedsenergy varies in length
of time it takes to travel from one surface to another. Thisatimn depends on the path.
When computing the plane form factors a range of distanaes fine surface to another
is obtained. According to Lewers this can be expressed ieguéncy distribution table
which can be simplified again into a polynomial function ie following way:

An array records the number of times a line of a particulagieroccurs between each
pair of surfaces. Next, an array of 100 numbers is computeld that each integer distance
is represented with a frequency that it occurred during thraputation. Every time an
energy moves from surface to surface, a random nunéb®tween 1 and 100 is generated
in order to find the distance between surfaces. The distaitideathe Xth term of this array.
By compressing the array of 100 integers for each surfaceraia four-term polynomial,
the amount of computer memaory the process requires can beggdAccording to Lewers
this can be done by applying the method of least squares.

As Lewers’ diffusion algorithm proceeds, energy is absdme surfaces in usual way as
it moves around the network. It is important to notice thatheseceiver must be irradiated
for every time bin and for every surface. As mentioned, thethud creates a model for
diffuse reflections. So, it represents a completely diffiedd. Energy density per unit solid
angle in such a field is uniform in all directionq]:

al wC
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In the previous expressidnis the intensity, is the angle between a surface normal and a
line joining a receiver to the surface,is the energy density, arwis the velocity of sound.
According to Lewers, if a surface intensity of an emitting surface with aregis wcand a

solid angle presented by this surface to a receiving poiatti$tance is
_ Scost;

Q — (3.9)

and®; is an angle between the surface normal and the line joinmgabeiver to the surface,
then the intensity at the receiver is

. I *Avis COSGr

o (3.10)

Ir

whereAy;s is the area of the surface visible from the receiver.

The angle that is made by a line which presents the path aldghwhe sound energy
travels when leaving a diffusing surface and the length ofth gfrom the surface to a
receiver is needed by Eq3.9). In Lewers’ solution both of these variables are subjected
to the same treatment which was used in context of estafgjstiistribution of lengths
between the surfaces. At each receiving position a sphesgeace of triangular beams is
placed. For finding the surfaces the beams hit, usual beamngrarocess is executed. The
lengths and the angles are converted with the aid of the érezyudistribution technique to
polynomials in a way explained before. Each time bin is exatliand a random number
determines for each receiver the value of@oandr.

At the time Lewers proposed his method, finding the form fiacemd the lengths was a
time-consuming process. For this reason preprocessingagasged. However, when pre-
processing was applied, the proposed diffuse model rurrdicgpto Lewers very quickly.
One reason for this is that with the proposed method it is aoessary to search for reflect-
ing planes. Furthermore, in this model no decision is reguiwhen to finish the specular
model and when to start the diffuse model. As time progreaftes the sound leaves a
source, the proportion of energy in the specular model dsee At the same time that in
the diffuse model increases. According to Lewers the needri@arbitrary reverberant tail
can thus be replaced by this technigue when computing ansepesponse.

3.3 Approach Based on the Approximate Cone Tracing

An example of models based on the approximate cone tracibglenback’s suggestion
which treats specular and diffuse reflections in an unified j&]. The proposed method
handles diffuse reflections by a split up of cones incidentiffusing surfaces. The term
approximates used since instead of an actual cone face only a centrs tegcied.
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In the proposed model the approximate cone tracing is imgieed as the ray tracing
with a spherical receiver. A radius of the receiver is camimsly increased to match the
density of primary rays on a sphere described by the raysif tere allowed to extend
unrestrictedly. With this kind of approach the spatial aacy can be made very high for
the early part of a response whilst accuracy for a late parbeagradually decreased.

According to Dalenback, the terms cone and ray tracing carsbd almost interchange-
ably in context of approximate cone tracing. These methdtés dnly in the way how rays
are detected and weighted at the receiver. Specular cariegrapresents several compu-
tational difficulties. However, because the interest hemni modelling diffuse reflections,
problems of specular cone tracing are not considered furt®a contrary, treatment of
diffuse reflections is discussed.

General Principles

In order to model diffuse reflections, each diffusing suefée divided into square-shaped
patches that act as receivers for an incident energy anddetee as secondary sources.
According to Dalenback, all cones originating from an aethource that encounter a par-
ticular patch, can be represented by a single secondargesdu time delay and a level of
each contribution is preserved. As a consequence, in thmged algorithm, each ray that
strikes a diffusing surface creates a new source that spawes of secondary rays. Each
of these rays continues as any other ray but from a new ofldiis process continues until
a response is saturated.

Dalenbéck’s algorithm is multipass. This means that eask peeates specular-only re-
sponses while energy to be diffusely reflected is recordpdtahes where reflections occur.
In the first pass only the primary source is active. In the ségass, the patches act as sec-
ondary sources giving one specular-only response from eaici. In the second pass the
fraction to be diffusely reflected is again recorded at thehpges to be used for subsequent
pass. This same process is then repeated. In the secondgiedl passes specular-only
responses originate from the secondary sources and thefosist of diffuse reflections,
or, more precisely, reflections that have encountered agiliffj surface at least once.

Ray Split-up

The general idea of the algorithm is illustrated in F&j2. Ray split-up can be explained
accurately as follows:

First, some symbols have to be introduced. An arbitrary remalb sequential specular
reflections is denoted b (I > 0). Ry denotes reflection from a diffusing surface. For all
surfaces two octave band dependent factors are assigredbsiorption coefficierd, and
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first pass second pass
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Figure 3.2: Ray split-up in the proposed algorithif]] s and d : Specular and diffuse
reflection combinations to be included, S: Specular reflestitreated during current or
previous passes, D: Diffuse reflections recorded to thegwirists during the current or
the previous passes.

the scattering coefficier®t The ray split-up itself proceeds in the following way:

At first the square-shaped surface patches are placed amfaktss whers =+ 0. When
a primary ray encounters a patch, the patch records theahtitne and an octave band
spectrum of the diffused part in a list of reflections asdedavith the patch, referred to as
aprimary list When all primary rays have been traced, most surface patehe recorded
a list of reflections, representirigy — Ry reflections.

Next, by using the method described above for the specul@ctiens, all patches are
run through in turn. The centre of each patch functions asadl s&condary source sending
out n secondary rays. Power carried out by each ray is weightear@diog to the diffuse
reflection model assigned to the surface. When the ray et@@ua receiver, not just one
reflection, but the whole list of reflections associated Wi patch acts now as a diffuse
source and is so added to the response. Similarly, each tiseeandary ray encounters
a diffusing surface patch, the whole primary list is adjddby s(1 — o) and recorded in a
second list associated with this patch, referred to secandary list

When the second pass, covering all patches, is completendaiy reflection lists that
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correspond tdRs' — Ry — R — Ry reflections, are associated with the patches. Old primary
lists are now discarded and the secondary lists serve as nimarp lists. It is possible
thatl is zero, so thaRy — R — Ry, R¢ — Ry — Ry, andRy — Ry combinations are registered
during the second pass. All reflection combinations, whiafrehbeen introduced in figure
3.3 can thus be modelled with this method. Next, the same psoseepeated with the
following pass. This creates a new set of secondary listRfor Ry — R¢ —Ry— Ry — Ry
combinations. The processing may continue until detaifsiciered necessary are achieved.
In each pass the rays carrying the specular portion of thectefl power are traced to the
full length of the response.

N S S
N \*/ Source
N
AN

Source

7&’

AN N

D

4 Source Source

S
AN

N
N
N
N
N
N

S = Specularly reflecting surface
D = Diffusely reflecting surface

Figure 3.3: Four possible reflection combinatiofs][

Ray direction randomisation is applied for diffuse reflent in the final pass. Energy
recorded at the patches would otherwise be lost. Duringpiés no secondary lists need
to be recorded and processing is therefore faster. Acaptdiibalenback, for most appli-
cations, including auralisation, one diffuse pass seenhe @dequate since even with this
simplification the reflection density is very high. Predictitime is then also short enough
for the processing to be done on a personal computer.
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Important Characteristics of the Algorithm

In the proposed algorithm the manner in which the secondayg are sent out from a
patch is not affected by the angle the incident ray is reab(tlee Lambert’s law). As long
as the arrival time and the power carried by each recordedentray are preserved, a
single secondary source can function for the whole list gfufees associated with a patch.
Time consuming geometrical computations are thus greadlyaed. The algorithm is most
efficient if the applied diffusion model follows the Lamberiaw. It is, however, possible
to use also an incidence angle dependent diffusion modedsgles of incidence along
with strengths are stored in lists. For each surface, or frartof each surface, a different
diffusion model can be assigned.

Furthermore, according to Dalenbéck, the algorithm is agatjonally more efficient
than a direct implementation of a ray split-up algorithm.clE@ew pass requires only a
time proportional tayn, wheren,, is the total number of nonempty patches.

The proposed implementation is designed especially to smwatific requirements of
auralisation. Split-up of cones creates an incomputaheban of weak diffuse reflections
resulting in a very smooth late decay.

Further Improvements

Dalenbéack has also suggested some further refinements &geisthm. First of all, in
order to maintain high accuracy for early diffuse reflectiovithout excessively increasing
the computation time, a nominal number of secondary raykldmeicomputed to give the
same cone face area at truncation time as the primary rays.wituld lead to a situation
where early excited patches create secondary sourcessthat high number of rays. The
algorithm could be economised further by decreasing thebeurof secondary rays from
nominal number in proportion to the importance of the seaopdource. The number of
rays could be multiplied by a factor proportionaldd — a). This would give the lowest
reduction in accuracy for hard surfaces with strong diffnsiFurthermore, also the patch
density could be made dependent on the same factor. Higlitylemmsild be given for hard
surfaces with strong diffusion. The algorithm could thusiieede adaptive to properties of
each specific environment.

Further improvements of the algorithm could also include gibssibility to determine a
time dependent criterion so that a ray could be safely nagfleghen its energy has dropped
below a certain level. For this purpose the expected numbeflections from a specific
primary or secondary source should be specified. Howevtrigiconnection it is important
to notice that even if the energy of a certain ray no longeramrtribute significantly to
the response, it has to be traced to its full length and ragidtat all receiver positions.
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Otherwise extrapolation does not work properly.

3.4 Utilising Schroeder Diffusers in 2D

One more example of modelling methods which combine twegfit approaches is Mar-
tin et al.'s [52] suggestion which is designed for simulation of diffusedyeegeflections.
The proposed method uses a combination of phenomenolagiodéls of reflection with
physical models of components of Schroeder diffusers. friamented algorithm incor-
porates both specular and diffused components with a@akltip controlled by the end
user. The modelling in the proposed method is restricteddtg&ometry.

The system described by Martin et a2 was a prototype module that was planned as
an addition to the sceneBuilder software/hardware packageh has been developed at
the Multichannel Audio Research Laboratory (MARLab) at MtGniversity [63], [51].
The system was designed to model a recording environmentamdbe understood as a
kind of reverberation engine.

In the proposed system specular and diffused componengdlettions are modelled in-
dependently and combined afterwards in a mixing processhddis for computing direc-
tivities of source and receiver are also suggested, butiscissed here. Specular reflection
components are designed with ISM.

As mentioned, the proposed method utilises physical madelsmponents of Schroeder
diffusers for diffused part of a response. In order to undeids the method, the concept of
Schroeder diffusers needs to be familiar. Martin et%si] have explained it in the following
way. Schroeder diffusers have been considered in detaiiralgi 1], for example.

Schroeder Diffusers

In 1979 Schroeder introduced a new system labelgdadratic residue diffusef72], a
system which has been afterwards called also the Schrodtiesed Since its invention
this device has been widely accepted as one of the de fagidestis for easily creating
diffusive surfaces with predictable characteristics.

The idea behind the Schroeder diffusor is to build a flat réflesurface with a varying
computed local acoustic impedance. This can be accomglisheising series of wells of
various specific depths. These wells are arranged in a peseduence based on residues
of a quadratic function as

Sy = n?, modM). (3.11)

In the previous expressiar is a sequence of relative depths of the wellss a number in
the sequence of non-negative consecutive integers {8,1,3, denoting the well number,
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andM is a non-negative odd prime number. Thin dividers sepahatgstwells ensuring that
each is a discrete quarter wavelength resonator. A reldtiprbetween the relative valgg
and the design wavelengiy of the diffusor determines an actual depkhof each of the

wells:

2M°
The width of the wells determines the highest frequencycédfi by the structure. The
width should be constant and less than one quarter of thgrdegivelength.

The sequence of the wells results in an apparently flat reftpsurface with a varying
periodic impedance corresponding to the impedance at thehod each well. This kind
of surface has an interesting property that, for a frequésanyd typically within one half
octave on either side of the design frequency, reflectioiderscattered to propagate along
predictable angles with very small differences in relativgplitude. According to Martin et
al., each of the wells in a quadratic residue diffuser canrbplgied to a quarter wavelength
resonator consisting of a circular pipe which is open on arkaad terminated by a known
impedance at the other end.

When considering the situation from outside of the pipe,ddgnceZ, at the entrance of
the pipe, which is closed on the opposite end from the pointesf, can be expressed as:

th (3.12)

poc Zd +i % tan(kdh)

Z, = "% ,
" s Bt izgtan(kd,)

(3.13)

wherepg is the volume density of the aig is the velocity of sound in the aigy is the
acoustic impedance of a cap at the closed end of the gipEndd, have been explained
already, and is the wave number.

Modelling Diffuse Part of a Response

After explanation of the basic ideas behind the concept®f&bhroeder diffuser, the sug-
gested modelling method for diffused part of the early respds now presented:

Martin et al. have exploited in their method the same aédif diffused components
which have been utilised also by several other methodsitesidoefore in this chapter. One
of these is that, in the case of diffused components, eadkctisih point along a surface
can be considered to be a new and independent sound sourch. oEthese points is
thus a modified copy of the original sound source. Sound dewrlthese points depend
on the sound level of the sound source and its distafroen the reflection points. As a
conseguence, the gain of each individual discrete companéehe diffused reflection is a
product of the gain applied to the sound source to deterntgrieviel at a point of reflection

3And orientation, source directivity functions take careto$
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and the gain applied to radiation from the point of reflectiordetermine its level at the
receiver.

Because the received diffuse reflection component is that relssuperimposition of the
spatially distributed individual reflections off a surfatieese are computed individually in
the system. Particular characteristics of the reflectiém o&flection point are determined
by its local acoustic impedance. The local impedance isngre upon the width and the
depth of an individual well in the diffuser. The impedance ba computed using equation
(3.13.

In order to determine the impulse response of a mouth of avichéhl well, its impedance
function must be converted from the frequency domain toithe lomain using thinverse
Fast Fourier TransformIFFT. Herein, it is important to notice that if the ordinascording
were convolved through the achieved time domain representaf an impedance function,
the resulting output would be a simulation of the reflectddaity wave. In order to avoid
this, Martin suggests that the output of the system shoulcbbeerted back to a represen-
tation of the pressure wave by convolving the velocity siguigh a first-order difference
equation, which approximates a derivation filter:

X[n+1] —x|n
iy = 20U @14
In the previous expressiamis an integer variable pointing out the sampling instant, &n

is the sampling period of the system.

Mixing Specular and Diffused Components

Martin et al. have also described how to mix the specular difusdd components. In the
implemented system a summed power of the specular and atiffparts is kept constant
while at the same time the system gives to a listener the libigsto adjust the amount of
diffusivity. Itis thus required that?+k3 = 1. The proposed implementation is based on the
standard constant power panning cur&é][which is applied by the following equations:

ks = cog(Kyif f g), (3.15)
kg = sin(Kaif f g), (3.16)

wherekgis is the level of the diffused component which can be adjustethb listener.
The value ofkyis¢ ranges linearly from 0 to 1k, a specular reflection scalar, akg a
diffuse reflection scalar, are coefficients applied to thers® signal when the levels of
single specular and diffused reflections are computed aettever position.
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3.5 Perceptually-Based Approach

Pellegrini’s p9] suggestion for modelling diffuse reflections is one exagflperceptually-
based approaches. The proposed method was originally asetbfielling a virtual Refer-
ence Listening Room (RLR). RLR is a room with high-qualistdining conditions intended
for recordings and for critical assessment of the qualityrarismission equipment, for in-
stance. In order to overcome deficiencies of real RLRs, gratiesuggests simulation of
the RLR by using an Auditory Virtual Environment (AVE). Miral RLRs could be used in
recording studios in broadcasting, television, film, miaste and recording, for example.

Simulation of a RLR is targeting on the same perception rdtta on the same physical
properties of an environment. Therefore, plausible repetdn is sufficient in this con-
nection. As a result, the proposed simulation algorithm @sevefficient and less memory
consuming than an authentic reproduction algorithm, whigds a physical model.

In the implemented system the specular part of a responsedsltad with the ISM. The
method used for diffuse reflections is described below. éieoto understand choices made
in the method, an introductory experiment, introduced HieBani, is described before the
method itself is presented.

Reflection Room Model
i Delays Auditory Renderer
i

i SmearTime = | Location |

'
Audoln vy
—

Delay line

Audio Out

> Alpass | »{ Direction [P

A\A.

Figure 3.4: Block diagram for discrete reflection patterith wmooth energy decay. Spec-
ular reflections + smearing allpass filte&S].

Introductory Experiment

The block diagram of a system implemented in this experirieeshown in figure3.4. In
the experiment single reflections were widened using thecgder’s allpass filter structure
[71]. The allpass filter structure was used to average soundgbetween specular reflec-
tions by smearing out the signal over a time period betwegtadt reflections. As a result
the modelled impulse response’s energy distribution wasosiner in time.
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When diffuse reflections were modelled with this method|dg@eini observed that filter-
ing introduced unpleasant colouration of the source sighl@ suggested several reasons
for the colouration. First of all, according to him, colotioan can be understood by looking
at the short time spectrum of a given allpass filter. A spectofi Schroeder’s allpass filter
is flat only when a long term filter spectrum is considered.tit@&rmore, colouration arise
when the allpass filter is longer than the integration timéhefauditory system. Problem-
atic is also that, as a consequence of temporal degraddtingte reflection signals, most
of the localisation cues are heavily degraded. Spectral, eulgich would normally be used
by the auditory system, not only for localisation but also decolouration of perceived
sound, fail to work because of the ambiguous temporal anctispeues.

Room Model
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re= Delays Auditory Renderer,
i

Location Diffusion
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AudioIln ¥ _
ey

v

e .2
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Figure 3.5: Block diagram for discrete reflection patterith wmooth energy decay. Spec-
ular reflections + Pellegrini’s diffusion filter&§).

Proposed Method

In order to avoid some of the problems described above, g?&llesuggested a new filter
structure to fill gaps between the specular reflections. Topgsed filter consists of two
different filter parts. It is inserted after directional diling, as shown in figurd.5. Figure
3.6shows ideal impulse responses of this filter for the left dnedright ear.

The proposed filter transfers a specular reflection slighitignuated to the output. The
impulse response of the filter consists of a peak that isi@tbby an uncorrelated noise-
like part. The peak assures clearly marked specular |latlis cues. According to Pel-
legrini, localisation cues are preserved because theyarelated for each output. On
the contrary, in order to simulate diffuse field, the follaginoise-like part for all output
channels should be decorrelated.

Pellegrini insists that the proposed kind of filter struetis equivalent in terms of per-
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Figure 3.6: Suggested diffusion filters to smear energy timer [59].

ception to an early diffuse sound field which is accompanigdtipng discrete reflections.
The noise-like part smears out and equalises energy distnib If the impulse response
is considered from room rendering point of view, resultifgnal can be viewed as a com-
bination of a discrete reflection and a very high number dtidé reflections coming from

similar direction as the discrete specular reflection. Treesal behaviour of the noise-like
part can be chosen to be flat. On the other hand, it can be adaytes short time spectrum
of the desired measured room impulse response dependihg delay time of the specular
reflection.

As mentioned, the diffusion filter needs to produce uncatedl signals for each output
channel. The diffusion filter needs therefore to be inseafer directional filters in the
implemented system. For binaural reproduction, for examiilis means that diffusion
filters need to be implemented twice. Compared to the simigass model, shown in
figure 3.4, this results in a massive increase of processing costsafbhementioned is true
at least as long as the diffusion filters are to be adjustedrigth and level individually.
According to Pellegrini, for the case of constructed ideapulse response, it has been
found that a non-individual diffusion filter where noiseimé and level ratio compared to a
direct peak is fixedq§] is sufficient to get rid off the perceptual artifacts delsed above.
However, the peak-to-noise-level may need to be readjdstedifferent sound materials.
The system, which uses only one diffusion filter per outpuwnetel after the summing
stage is processing-cost efficient even when compared girttpge allpass structure shown
in figure 3.4.
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Suggested Filter Implementation

Pellegrini has also suggested an implementation for thegsed diffusion filter$9]. The
new structure makes use of complementary delayed allpssss fihat cancel each other
after some time. In the proposed approach, for each Schreedipass, a complementary
delayed allpass is generated that zeroes all non-zerovdtees after a specified delay as
depicted in figure3.7 . The proposed filter is still close to an allpass filter witreduced
length of an impulse response. It keeps the decay rate obtiyet allpass filter. The opti-
mum decay rate is depending on the number of zeroes and aeviHef the initial negative
value in the impulse response of the Schroeder’s allpass.irtiportant to notice that the
absolute value of the initial negative peak should be exdb# same as the exponential
envelope at that time. Pellegrini has expressed a differequation for the allpasgn],
and corresponding formulas which show dependencies irotlusving way:

y[n] = —Px[n]+x[n—b]+wy[n—b], n=0,1,2,..., (3.17)

whereb = number of zeroesp = €, 0< P < 1, and

bl KM= Optimum decay rate (3.18)

u:

If Y is chosen as stated above, the initial peak has an appejmiei corresponding to the
exponential decay. For smaller values the initial peak @ggires zero while the decay rate
will flatten. The envelope of the above filter can be given by:
1— 2
Env= 21— Wan (3.19)
g

According to Pellegrini an implementation using eight ioyegd Schroeder’s filters in a
cascaded structure leads to a very dense reverberatioouwitblouration that is very sim-
ilar to the desired function for diffusion. The desired ftioos for the left and the right ear
are depicted in figur&.6 whereas the implemented functions are illustrated in figuge

An uncorrelated noise-like output is assured by using 8liglifferent delays for the filters
for each ear.
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Chapter 4

Experimental Part

Until now physical principles and different methods useditierature in diffuse reflec-
tion modelling have been considered. Based on this backdrawsimple implementation
was carried out in this study. The purpose was to familiaviseself with problems of
physically-based room acoustics and especially diffueatgon modelling.

Modelling was done by combining the ISM and the radiositgdsh approach. It re-
stricted only to an early part of a response. The ISM was chosecause in a simple
geometry, up to reflection orders 2-3, it finds specular reéfies fast. In addition, it is reli-
able, since it really finds all specular reflections. Foréhesasons it is commonly used for
modelling an early part of a response, which is perceptualbye important than the late
part. However, when using only the ISM in the modelling, uk# reflections of the early
response are lost. In order to avoid this, a radiosity-baggmoach, somehow similar as
suggested by Lewerg§] or Dalenbéack 17], was chosen for diffused part of the response.
The implemented system is described in detail in this cmapteaddition, the modelling
results are analysed.

4.1 Implemented System

Modelling was carried out in Matlab. The modelled space wersen to be simple. Shoe-
box shaped room was used, although it does not correspont teeal space. In this kind
of geometry, if walls are assumed rigid, the image sourcatieol gives an exactly correct
solution []. Diffraction modelling with edge sources is thus not nakfi€d]. Because the
diffuse reflection response was here modelled separdbelyvalls could be assumed to be
rigid when the specular part of the response was modellee diffiaction modelling could
therefore be left out. Another advantage of the shoe-bogesheoom geometry is that it is
easy to implement.

56
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As mentioned, in the realised implementation the specafégations were modelled with
the ISM, whereas the diffuse reflections were treated wighrtidiosity-based approach.
After separate modelling of speculand diffuse reflection responses, these were combined
to a single response as depicted in figdré Reflections were modelled only up to the
second order specular and diffuse reflections. Becauseadipagation medium inside the
room was supposed to be air, which is not totally losslesgffect was taken into account
by air absorption filtering the direct sound and the reflextioFurthermore, because part
of the sound is usually lost in each reflection as a conseguehmaterial absorption, all
reflections were material filtered. Modelling was carried with sound energies. In order
to make it possible to listen to the modelled room acoustlus,response was converted
after modelling to a pressure response by taking the sqaateof the modelled energy
response.

Use
common input
data

i

Model specular reflection Model diffuse reflection response
response with the ISM with the radiosity-based approach

\/

Combine responses

Figure 4.1: In the implemented system specular and diffeBeations were modelled sep-
arately with different methods.

4.1.1 Modelling of Specular Reflection Response

Modelling of the specular reflection response proceededeimay illustrated in figuré.2
In addition to specular reflection response, the responsieeadirect sound was predicted
during the execution of the algorithm. It was included tonmedelling result.

The applied coordinate system is depicted for 2D case indigy@ The actual modelling
was done in 3D, but to make visualisation in figdr& more illustrative, it is presented in

IDirect sound was included in the specular reflection respons
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2D. For the 3D case, the origin as well as the x- and y-axis whosen as in the 2D-
case. The positive z-axis was chosen to point up to the dreof the ceiling whereas the
negative direction pointed down to the floor. Separate ditise algorithm are considered
next.

Input Data

Some initial information was needed before the actual mesp@omputation was possible.
The following data was used in the modelling:

e Dimensions of the room: 24 m, 30 m, 18 m (X, Y, 2)

e Location of the sound source: 8.5m, 6.3 m, 1.0 m

e Location of the listener; 11.7 m, 22.5m, 1.7 m

e Sampling rate: 48000 Hz

e Scattering coefficient: 0.0 - 1.0

¢ Length of the response to be modelled: 15000 samples
e Air absorption filtering coefficients

e Material absorption filtering coefficients

Finding Locations of Image Sources

First in the actual modelling algorithm, locations of imagrirces were searched for. The
first order image sources were found by reflecting the sountteagainst each surface of
the room. In a shoe-box shaped room six first order image eswere found. In figure
4.3four of these (2D case) are illustrated.

Image sources that corresponded to the second order spesfldations were searched
for by reflecting each first order image source against atroglirfaces, except the surface
which had been used as the reflecting surface when the first onéige source in question
had been modelled. In the shoe-box shaped room 30 secondrefidetions were found.
However, 6 of these were overlapping, and as a consequdrea&umber of second or-
der reflections was 24. In figure3the image sources corresponding to the second order
specular reflections, when modelled in the 2D, are illusttat
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A J

INPUT DATA: START EXECUTION OF THE ALGORITHM
Dimensions of the room
Location of the sound source
Location of the listener

Sampling rate Y
Scattering coefficient . . X
Length of the response to be modelled F 1}1d locations of
Air absorption filtering coefficients lmage sources
Material absorption filtering coefficients

v

Compute distances of
sound source and image
sources from listener

v

Compute times of
arrivals for direct sound
and reflections

v

Convert arrival times to samples

v

Compute energies that reach
listener from sound source
and image sources

v

Create separate responses for
direct sound and each reflection

v
Air absorption filter responses
v

Material filter reflection responses

'

Sum responses of direct
sound and reflections

A J

OUTPUT:
Modelled

CNnergy response

Figure 4.2: A flow chart of the algorithm which models the @sge for the direct sound
and specular reflections.



CHAPTER 4. EXPERIMENTAL PART 60

(8.5, 66.3)

53.7) (39.5, 53.7)

(-85,537) (85,
@ o

Listener (11.7, 22.5)
[ ]
X
(-39.5, 6.3) (-8.5, 6.3) (39.5, 6.3) (56.5, 6.3)
@ (e} [ J (e} @
Source (8.5, 6.3)
Origo (0,0)
° o °
(-8.5,-6.3) (8.5, -6.3) (39.5, -6.3)
O 1st order image source
@ 2nd order image source
(8.5,-53.7)

Figure 4.3: The first and the second order image sources in 2D.

Distance Delay and Attenuation

After finding locations of the image sources, arrival timéthe direct sound and the spec-
ular reflections, and energies that they carry on to thenéstposition, could be defined. In
order to do this, distances between the image sources atidtdrer were defined. Also,
the distance between the original sound source and thadisteas computed. By utilising
the distance information and the fact that the velocity afrebin air is approximately 340
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m/s, the arrival times of the direct sound and the specufict®ns were computédand
then converted to samples. Energies at the listener at gaasple instants were defined
by applying frequency independent distance attenuatiwmiaich states that sound energy
attenuates in relation to/zmrz, wherer is the distance which the sound has travelled from
a point source. With the aid of information about the distadelay and attenuation, it was
now possible to create separate energy responses for #et dound and each specular
reflection.

Air Absorption Filtering

Energy responses of the direct sound and the specular refiggtere next filtered with air
absorption filters. Distance, temperature, and humiditaetadl an impact on air absorption.
There exist standardised equations for the computatiorir @baorption B]. These have
been utilised in §9], for example. The same principles as usedaf] were applied here
when the target responses of air absorption filters were atedp Magnitude responses of
the designed air absorption filters, 1IRs of order 6 with 1@eanstep spacing, are shown in
figure4.4. In the implementation a 1 meter step spacing was applied.

Air absorption filters (IIR N=6), from 1 to 100 m with 10 meter step spacing
0 T S Se——

_5,

Magnitude [dB]
N
e

_25 [
_30 [
| Response
- - - Designed filter
_40 T L I
10° 10° 10*

Frequency [Hz]

Figure 4.4. Magnitude responses of air absorption filtersesponding to distances from
1m to 100m with 10 meter step spacing.

2arrival time = distance / speed of sound
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Material Absorption Filtering

Material absorption was performed with reflection filtershia way proposed ir6p]. Gen-
erally, when material filtering the reflection responseshesurface of a room must have
a reflection filter which corresponds to the absorption attaratics of its material. In
the implemented system, walls of the modelled room wereerhds be from the same
material. As a consequence their reflection filters were #émees Only the floor and the
ceiling had different reflection filters. In the case of satorder reflections, the reflection
responses were filtered twice. The first filtering correspontd the characteristics of the
first reflecting surface and the second naturally to the skoeffecting surface. Only angle
independent absorption characteristics were applied.

Chosen materials and corresponding absorption coeffgievilich were used as data
in reflection filter design, are shown in tablés and4.2 in octave bands. Ideas behind
the algorithm used for realising absorption coefficientadatth a digital filter has been
presented in32]. Here the algorithm was applied in the following way: Abston data
was first transformed into (energy) reflectance data byioel®. = |R|> = 1—a(w). The
square ofR|? was not taken because modelling was performed with the imsempt with
the pressures. Next, the resulting amplitudes were tramsfo into the frequency domain.
Filter fitting was performed in a warped frequency domain. ghltude responses of the
modelled material filters are shown in figute.

Magnitude [dB]
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o

PR n n P T S S R | n n P S S S

10 10° 10*
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[ — Smooth Concrete |
T

10 10° 10*
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N
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~*[[—_carpet]
o T

I I
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Figure 4.5: Magnitude responses of used reflection filters.
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Table 4.1: Material absorption filtering coefficients, egtdbands 1-5.

‘ Surface‘ ID ‘ Material name

| 63Hz | 125Hz | 250 Hz | 500 Hz | 1 kHz |

Ceiling | 1 Rockfon 0.150 | 0.300 | 0.700 | 0.850 | 0.900
Walls | 2 Smooth Concrete | 0.010 | 0.010 | 0.010 | 0.010 | 0.020
Floor 3 Carpet 0.020 | 0.020 | 0.050 | 0.100 | 0.150
Table 4.2: Material absorption filtering coefficients, aetdbands 6-9.
Surface ‘ ID ‘ Material name 2 kHz 4 kHz 8 kHz 16 kHz
Ceiling 1 Rockfon 0.900 0.850 0.600 0.350
Walls 2 Smooth Concrete | 0.020 0.020 0.020 0.020
Floor 3 Carpet 0.250 0.300 0.300 0.300
Output of the Algorithm

Finally, the response of the direct sound and responseg spicular reflections were com-
bined to a single energy response. One example of modellrdyeresponse is illustrated

in figure 4.6.

Figure 4.6: Modelled energy response for the direct souddlanfirst and the second order

Energy Response, Scattering Coefficient: 0
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4.1.2 Modelling of Diffuse Reflection Response

Diffuse reflections were modelled with the radiosity-baapdroach. In the modelling, each
surface of the modelled space was divided into square shapéate patches as depicted
in figure 4.7. Sound energy originating from the sound source was calrdeen the
patches until it reached the listener. The Lambert’s law agdied in the reflections. Air
and material absorption filtering was performed.

Location of a patc

Patch

°o | |
o 1 |

B | +
L R

e }/ | Source
« e @

- 3 Receiver Y4

.

| y
°

X

Figure 4.7: Surfaces were divided into square shaped sup@iches.

In the implemented system the first and the second ordersdiffeflections were mod-
elled separately and then combined together, as depictiéglire 4.8. In figure4.9 a flow
chart of the algorithm in a general case of the Nth order séfreflections is illustrated.
Separate parts of the algorithm are considered in detdildridiowing subsections.

Preparatory Computations

Before actual modelling of the diffused part of a response passible some preparatory
computations were needed. Modelling of both reflection irdequired as input data some
common variables whose values were defined beforehand.
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EXECUTE PREPARATORY
COMPUTATIONS

/\

MODEL 1ST ORDER MODEL 2ND ORDER
DIFFUSE REFLECTIONS DIFFUSE REFLECTIONS

\/

COMBINE RESPONSES

Figure 4.8: Flow chart of the algorithm computing diffusettmf a response.

First, locations of the surface patches and distance irdtbom needed in actual mod-
elling were computed. Distances defined here were: 1. disgafiom the sound source to
the surface patches, 2. distances between the patches, disthiBces from the patches to
the listener. In order to find out distances, a point from gaatich had to be chosen as the
location point of the patch. The centre of each patch wasgleand locations of these
centre points were defined with three coordinatgsz in the current geometry. Next, the
distance information needed could be computed and saveatricas, in order to be used
when total lengths of reflection paths were computed dutiegriodelling.

The Lambert’s law was applied in reflectidngAt each reflection, sound energy illumi-
nating a surface patch was multiplied wN$cosd, whereAS was the area of the surface
patch, and was the angle of a sound ray which irradiated from the suddmment to a re-
ceiver. The receiver could be a listener or another surfatehp Also, exceptionally, when
the first diffuse reflection was considered, the initial gyesriginating from a point source
was multiplied with co$g, wherefy was the angle of the sound ray which illuminated the
surface element from the sound source.

Coefficients computed here with the Lambert’s law were thga= cosBsp, wherebsy
was the angle of a sound ray which illuminated a single sari&dement from the sound
source, ternp, = cosB,p, WhereBp, was the angle of a sound ray which irradiated from a
single surface element to another surface element, and §eracosdy,, whereby, was the
angle of a sound ray which irradiated from a single surfaeeeht to the listener. Angles
are illustrated in figurel.10 Coefficientslsp, |pp, andly were computed for each surface

3The Lambert's law has been considered already in subseztioh
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INPUT DATA:
Locations of patches
Distances from sound source to patches
Distances between patches
Distances from patches to listener
Coefficients needed when eL]])qplying the Lambert’s law
Patch size
Sampling rate
Scattering coefficient
Length of the response to be modelled
Material absorption filtering coefficients
Air absorption filtering coefficients

START EXECUTION OF THE ALGORITHM

Compute distance of each Nth order diffuse reflection
istance from sound source to surface patch +
(N-1) * distances between surface patches +
distance from surface patch to histener)

1

Compute arrival time to listener
for each of these diffuse reflections

Convert arrival times to samples

'

Apply the Lambert’s law and compute the amount
of energy that reaches the listener through each
diffuse reflection

Air absorption filter each reflection response

'

Sum responses of reflections that
progress via the same surfaces of the room

]
Material filter reflection responses
]

Combine reflection responses to
a single response

OUTPUT:
Modelled energy response
for Nth order diffuse reflections

Figure 4.9: Algorithm for computing the energy responseNtr order diffuse reflections.
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Source

Listener

Figure 4.10: lllustration related to the angles needed vdoemputing the coefficients with
the Lambert’s law.

element in the modelled room. Results were again saved tocesitn order to be used
later in the modelling.

Actual Modelling of the Nth Order Diffuse Reflection Respong

The following input data was used for Nth order diffuse reftet modelling:

e Locations of surface patches. The size of a patch prescthmedbcations. These
were defined during preparatory computations.

e Distance information and coefficients for the Lambert’s.|&lgso these were defined
during preparatory computations.

e Patch size: 1.5 m - 6.0 m. This was the length of a side of a squatch.
e Sampling rate: 48000 Hz

e Scattering coefficient: 0.0 - 1.0

e Length of the response to be modelled: 15000 samples

e Air absorption filtering coefficients

e Material absorption filtering coefficients

The modelling algorithm started by computing the lengthshef Nth order diffuse re-
flection paths with the aid of distance information definedrdypreparatory computations.
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Arrival times of the reflections to the listener were definedamples in the same way as
was done for the specular reflections. Energies that aravéige listener at the computed
sample instants were defined with the following expressiothé case of the first order

diffuse reflections:
Eo ls

| o1
E =s ASSPP 4.1
' 43, T[rg, (4.1)

wheres is the scattering coefficienEo is the initial energy at a source point,, is the
distance between the sound source and the surface [@stcis, the area of the surface
patch, lsp andly are coefficients needed when applying the Lambert’s lawchvinere
defined during preparatory computations, apds the distance from the surface patch to
the listener.

On contrary, the energies of the second order reflections e@nputed with the follow-
ing expression:

[
E = SE,AS-2, (4.2)
where E I
Ep=5.—5ASEPP (4.3)
4irg,  TUHp

In this expression all other variables are what has beemigqga in the connection of equa-
tion (4.1), butl,p is a coefficient needed when applying Lambert’s law betwesohes and
I'pp is the distance between patches where the first and the sesftextions occur.

Energy Response, Scattering Coefficient: 1
0.07 T T T T T T

0.06 - 4

0.05 B

2000 4000 6000 8000 10000 12000 14000
Samples

Figure 4.11: Modelled energy response for diffuse reflastigvithout direct sound), patch
size 9 1.
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Next, by utilising the arrival times and the energies, resgs for all reflections were
created. Air absorption filtering was performed in the sarag as this was done with the
specular reflections. After air absorption filtering, resges of diffuse reflections which
travelled through the same surfaces were combined. Nowastpossible to material ab-
sorption filter these responses with corresponding mafidtexs. Naturally, also here the
same filters were applied as with the specular reflectioner Afaterial absorption filtering
all reflection responses were added together to a singlgenesponse.

Combining First and Second Order Diffuse Reflection Respores

Finally, the modelled first and second order diffuse reftectiesponses were combined to
a single energy response. One example of the modellingtsdswepicted in figuré.11

4.1.3 Combining Specular and Diffuse Reflection Responses

After modelling separate energy responses for spetatad diffuse reflections, these were
now added up. Yet, the achieved energy response was cahverg pressure impulse

response by taking the square root from the modelled responkis was done in order

to enable convolution with an anechoic recording which isang pressure signal. After

convolution, the modelled room acoustics could be listeloedin example of a modelled

early pressure impulse response is shown in figut&

Final Pressure Impulse Response, Scattering Coefficient: 0.5

0.8

Pressure
o
(2]
T

1
»
T

0.2

o—— 1

2000 4000 6000 8000 10000 12000 14000
Samples

Figure 4.12: Modelled early pressure impulse responsehsite 9 m.

4The direct sound was included in the specular response.
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4.2 Analysis

To find out the effect of the scattering coefficient, as welthes effect of the patch size,
several impulse responses were computed and analysed.

4.2.1 Effect of the Scattering Coefficient

The value of the scattering coefficient was changed from9.@n{y specular reflections)
to 1.0 (= totally diffuse reflections) with 0.1 step spaciResulting pressure impulse re-
sponses are depicted in figuréd3and4.14 These responses were also convolved with
anechoic recordings (a theme played with a guitar and amnplayed with a snare drum),
and resulting sound samples were listened to in informtdriag tests. Clear differences
were perceived between cases where modelled responsesotedisespecular and totally
diffuse. The differences were more prominently heard insth@re drum sound samples.
However, when the diffusion was increased step by steperdifices between adjacent
sound samples were hardly noticed.

Listening only to the beginning of a response is not naturalnoticeable echo was
heard in the end of those responses where the specular iflegtere prominent. As
can be seen from figures13 and4.14, the last specular second order reflection arrives
considerably later than others. This reflection is the smoft¢he above mentioned echo. If
a formal listening test would be organised with sound saswbavolved with the modelled
responses, the last specular reflection should be neglEotadhe responses.

In figure 4.15 frequency responses (between 500 - 24000° lét)xhe whole modelled
early response are illustrated in cases where reflectienttally specular and totally dif-
fuse. It can be seen that the frequency response in the caselbf diffuse reflections is
much smoother than with totally specular reflections. Ingpecular reflection response
a clear comb filtering effect can be observed. In figlires frequency responses of the
impulse responses, which include the direct sound and stesfiecular reflection from the
floor, are depicted in a case where the reflections are tapéigular, in a case where diffu-
sivity has increased so that the scattering coefficientisahd in a case of totally diffusing
surfaces. From this figure the impact of increasing the siifity can also be perceived
well. Diffuse reflections break the comb filtering effect aamdooth gradually the response.

5Low frequency response between 0 - 500 Hz was left out herénahe following because methods based
on the geometrical room acoustics are not accurate at #gsiéncy rangedg]. The low frequency response
should be modelled with a wave-based method.
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Figure 4.13: Pressure impulse responses. Scatteringaieeffchanges from 0.0 to 0.5.
Patch size is 9 f
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Figure 4.14: Pressure impulse responses. Scatteringaieeffchanges from 0.6 to 1.0.
Patch size is 9 f
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Figure 4.15: Frequency responses between 500 - 24000 Hzas cé totally specular and
totally diffuse reflections. In the middle row frequencypesses are plotted with a linear
frequency scale while in the bottom row logarithmic freguyescale is used.

4.2.2 Effect of the Patch Size

Also, the impact of the value of the patch size variable omtioglelling result was inves-
tigated. In figure4.17the modelled pressure impulse responses with three diff@agtch
sizes are illustrated (36 M9 n?, 2.25 nf). In all cases the value of the scattering coeffi-
cient was kept constant (0.5). It can be perceived that @simghe modelled responses are
small. When the patch size is greater, the reflections amivee sparsely when compared
to the smaller patch size responses. However, the totatygmdrdiffuse reflections stays
approximately the same in all cases. Furthermore, whendmezy responses achieved with
different patch size parameters are compared in figut§ it is hard to find significant
differences between the responses. Also in this conneatiechoic recordings were con-
volved with the modelled responses and listened to in inébiistening tests. Differences
could not be perceived between the responses.

4.2.3 Discussion about Implementation

During the implementation process it was realised that iphilg-based diffuse reflection
modelling is not trivial. Several preliminary implemerntets were carried out. First, lis-
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Figure 4.16: Above: Pressure impulse responses betwegnes#000 - 3640 (42 ms -76
ms) in cases where the scattering coefficient is O (= totakeslar reflections), 0.5 and 1.0.
Below: Frequency responses of modelled impulse responghe corresponding cases.

tener modelling was also meant to be integrated into thesydbut in initial experiments
it was noticed that filtering every diffuse reflection withr@sponding head related trans-
fer function (HRTF) results in very long execution time oéthrogram. HRTF modelling
was left out from the final system. The choice can be justifigahditicing that responses
modelled without HRTFs tell actually more about the acaasttharacteristics of the room
because inaccuracies in listener modelling do not distliebntodelling result. The fact
is that HRTFs which would be used in the modelling would natrespond to individual
listeners’ HRTFs, expect the person whom HRTFs would be.used

Advantages of the proposed kind of approach relate to théeapdiffuse reflection
model which is based on the radiosity. In it contributiorestiths between the source,
the patches, and the listener can be defined generally salth@mtders of diffuse reflec-
tion responses can utilise this same information. Alsoutteof the ISM guarantees that
all specular reflections are found. However, if the propasedel would be used for pre-
dicting a full length response, the ISM should be replaceti ®dme other method after a
couple of reflection orders due to rapidly increasing coratiomal requirements.

Anyway, the realised system is open to discussion in mangwhaiyst of all, as was no-
ticed in the previous subsection, the problem of the praghasethod is that it doesn’t model
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Figure 4.17: Pressure impulse responses, patch size vse@tering coefficient: 0.5.

arrival times and magnitudes of diffuse reflections absbjudccurately. Depending on the
size of a patch, arrival times, and also magnitudes of tHesdifreflections vary. When
applied to room acoustics modelling, the radiosity-baggat@ach is thus approximate, not
an exact model for energy spreading out from a source toemést

Secondly, in many auralisation applications the procgsshould be done in real time.
Also, dynamic changes of listener's and sound source'stipnsj as well as changes in
the room geometry should be possible. Nowadays dynamietireal systems are fully
employed when computing the specular reflections up to @eikiand at the same time
simulating the late reverberation with recursive filteustares §19]. In the implemented
shoe-box shaped room, the number of the first and the secdeddiffuse reflections arise
with the greatest patch size (360 7392 reflections, which is far more than the number of
specular reflections which is 24. With a smaller patch sizkiamore complex geometries
the number of reflections grows even further up. When thesgbeis are examined, it is
obvious that the proposed system is not capable of realdiymamic processing.

In the implemented system the scattering functions werpaagd to follow the Lam-
bert’s law. In reality, this assumption does not apparehdid. If a real room would be
modelled, more reliable scattering functions for all scefof the room should be found. In
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Figure 4.18: Frequency responses with patch sizes?3&nu 2.25 m. Middle row: linear
frequency scale. Bottom row: logarithmic frequency scale.

addition, the frequency dependence of scattering would teebe taken into account. Dif-

ferent scattering coefficients and functions should beiegpb different frequency ranges.
Modelling should be done separately for individual freqrehands. The results could be
combined afterwards to a single response which covers tiogevitequency range.

One more disadvantage of the suggested method is that sothe ioitial energy orig-
inating from the sound source is lost during the modellingisThappens because, in this
model, specular reflections can cause only specular reffecéind diffuse reflections only
diffuse reflections. All reflection combinations are thug nmdelled. A better solution
would be to apply a kind of method proposed by Dalenbddk [



Chapter 5

Discussion

In the previous chapters, the theoretical background, adiéiwse reflection modelling
methods, and a simple implementation have been presentdds chapter, on the grounds
of these studies, diffuse reflection modelling techniquetable for different purposes are
discussed. First, methods most applicable for predictiogistical quality of a real room by
defining room acoustical parameters from a room impulseorespare considered. Then
methods most suitable for auralisation purposes are diedug-inally, demands caused by
dynamic real-time systems are covered.

5.1 Diffuse Reflection Modelling when Predicting Acoustich
Quality of a Room

As was mentioned already in the beginning of sectiofy one situation where comput-
erised room acoustics prediction is often needed, is thigmieg process of a new space.
Prediction is required also, when the purpose is to impreeaistics of an existing space.
In these contexts, the aim of the prediction is to find out twuatical quality of the studied
space.

The characteristics of room acoustics can be estimated fioyirte room acoustical pa-
rameters from a modelled energy response. There existadaeem acoustics prediction
softwaré which aim at accurate room acoustics prediction. Diffugkectons are mod-
elled in these in more or less different ways. Common to tffievace is that they all apply
physically-based modelling methods. With today’s comfioital resources computations
are forced to be executed off-line. It is not possible to geceinformation about the used
methods, but with the aid of publications one can familafism/herself with the most

IFor example Odeon (http://www.dat.dtu.diddeon/), Catt (http://www.catt.se/), and Ease
(http://www.audioease.com/)
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commonly suggested methods and principles. This is whabéas done in this thesis.

The emphasis in this thesis has been on the ray- and radiesd diffuse reflection
modelling methods. Wave-based methods which predict thegorese of an entire room
have not been considered. As a consequence, wave-baseodmatie left out also here,
when advantages and disadvantages of the studied métheddiscussed.

Randomised Ray Tracing Methods

As was mentioned in sectidh1the most traditional method for diffuse reflection mod-
elling is the randomised ray tracing. The randomised ragirtgpapproaches are statistical.
If scattering coefficients, distribution functions of diffe reflections, and absorption prop-
erties of surfaces have been defined accurately, and inaudit a sufficient number of
rays are sent, results converge to exact results. A cleadwistage of the method is a
large number of rays required. Computations are thus ystiale-consuming, especially
in complex geometries.

The fact is that diffusion, as well as absorption propertiesurfaces vary as a function
of frequency. For this reason, when applying the randomiagdracing, modelling is nor-
mally done separately for narrow frequency bands. Frequéependence of scattering and
absorption increases the required computation consilyeraborder to reduce computa-
tion, procedures, such as suggested by Embreghisdan be utilised, when accuracy of
the modelling result is not highly critical. However, Embings’ method is not applicable,
if the distribution functions of diffuse reflections are mirnilar in all frequency bands.

ISM and Hybrid Approaches

With the image source method, only specular reflections eambdelled. Therefore,
it alone can not be used when modelling spaces where thesaréae diffusely reflecting.
However, if the surfaces of the room are partially diffusedflecting, it is possible to com-
bine the ISM with some other method which is capable for défueflection modelling.
Also, one possibility is to use the ISM for the early part of tlesponse while the late part
is predicted with the randomised ray tracing, as suggestedbander B9). With such a
procedure all early reflections are surely found, and atahgestime less rays are sufficient
for the late part of the response. However, a clear disadgentf using only the ISM for
the beginning of the response is the fact that early diffesiections are now totally lost.
Furthermore, frequency dependence of scattering and @imsomust again be taken into
account. This increases computational load.

2When defining room acoustical parameters from a predict& RI
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A solution, which utilises the ISM, and models also diffusélections for the beginning
of a response, has been suggested by implementation préderthe experimental part of
this thesis. With some modifications the presented modédtidmiapplied also to prediction
of a full length response. The ISM should, however, be remlawith another method
in this model after a couple of reflection orders due to rapidtreasing computational
requirements. The model has already been analysed insdcfoand for this reason, its
advantages and disadvantages are not repeated here. Howestanmary, these mostly
relate to the used radiosity model.

Beam/Cone Tracing Methods Combined with Radiosity-based pproaches

Another kind of hybrid approach is to combine the beam/coaeirig with the radiosity.
An example of such an approach is Lewers’ methéd vhere the specular reflections
were modelled with the beam tracing while the radiosity widlsad for the diffused part.
As is clear on the grounds of the previous chapters, an agyandf choosing a radiosity-
based diffusion model is that when contribution streng#tsvben a listener, surfaces, and
sound sources have once been determined this informatiobecatilised by all reflection
orders. Processing of the algorithm can therefore be gaste A clear disadvantage of the
Lewers’ method is that the density of the surface grid and #ile beam density influence
on the spatial, temporal, and angular accuracy of the mdelksult. One more problem
of the method is that all reflection combinations are notuidet in the model.

Another presented method which grounds on the beam/cotiadrs Dalenback’s 7]
approximate cone tracing -based suggestion which combpesular and diffuse reflection
modelling in the same algorithm. With this method all refl@ectcombinations can be mod-
elled. The algorithm is also computationally quite effitieDespite, Dalenback himself has
suggested that the proposed method could be utilised ontdécearly part of a response,
so that the modelling could be done with a normal personalpcen. Since Dalenback
proposed his method, computational power has increaset andbso, apparently more
reflection orders could be modelled nowadays.

Dalenback has pointed out some disadvantages of his &lgorithese relate to approx-
imations involved. A fact is that also in this method the rayd dhe patch density has
influence on spatial, temporal, and angular accuracy. Sheeentre of a patch, instead
of an exact point a ray hits, is used as a secondary sourceritfie of a diffuse reflection
translates a little in time. In addition, a more correct roetior recording reflections at
patches would be to record all those covered by a cone faocsevtw, this further compli-
cation is incompatible with approximate cone tracing. larity a centre ray, not an actual
cone face, is traced. The uncertainty is largest for gra@oglence. This could, how-
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ever, be diminished for the most important surfaces by asirg the patch density. Every
surface or part of the surface could have its own density.

Frequency dependence of surface diffusion (and absojpBam issue also in context
of the beam/cone tracing approaches which apply methodseslérom the radiosity for
diffused part of a response. If the acoustics of a real spamddabe predicted, scatter-
ing coefficients of all surface materials should be avadablnarrow frequency bands and
modelling should be done separately to each frequency bamdhermore, in previously
presented models scattering functions were expected t@abwértian. This doesn't nor-
mally correspond to a real case. Dalenback has, howevegesteyl that also angle depen-
dent scattering functions could be utilised with his metifaahgle information of hitting
rays as well as the strengths would be recorded to the pattfitbe purpose would be to
model acoustics of a real space accurately, this should ssle with the software used
for prediction.

5.2 Diffuse Reflections in Context of Auralisation

Results of the modelling process can be utilised in diffengays when estimating the
acoustical quality of a space. As was mentioned in the pusvéection, a modelled room
impulse response can be used for definition of room acougiamameters. On the other
hand, room acoustical quality can be estimated by listeningases where the objective
is to analyse acoustics of a space by listening, the accurfapyediction result is highly
critical.

If the objective would be to predict an optimal pressure ilepuesponse for auralisation
purposes, modelling would need to be done separately for gagle frequency. This re-
sults from frequency dependence of diffusion and absarptitowever, because diffusion
and absorption properties of surfaces are not normally kreeeurately enough, and since
there are also computational limitations, modelling whth studied ray- and radiosity-based
approaches is in practice forced to be done in narrow fre;yubands. As a consequence
prediction results are more or less approximate. Usuadly tre, however, sufficiently ac-
curate to be used for definition of room acoustical pararadtem room impulse response,
i.e. for a purpose where these methods have originally beeslaped.

In order to achieve more accurate results required in aatédin, more developed meth-
ods would be needed. Currently efficient solutions for aire@nbom do not exist. For this
reason, in the future, the investigations should be poittethe wave-based approaches.
Already developed methods should be studied in detail. Hmsd could be utilised and
optimised for predicting an accurate pressure impulseoresp of the entire room should
be investigated. In addition, it could be worthwhile to aaiq oneself with methods which
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have been used in other fields of physics. One may find methbahwave not yet been
applied to room acoustics prediction and thus auralisatiore point where to start could be
a study, where single reflections from diffusely reflectingaces would be measured in an
anechoic chamber. On the grounds of measurements, sitjtatnitl accuracy of different
methods for predicting a pressure impulse response coefdiié estimated.

Until now discussion has considered situations where aactifse has been to find out
an accurate room impulse response of the modelled spaceaisthih could be used for
estimation of acoustical quality of a space. However, tlageealso situations where the
prediction result is not as critical and so more or less apprate results are adequate.

In this thesis two approaches suitable to be used in singtidere highly accurate pre-
diction result is not needed were presented. These are mpaglosed by Marting2] and
Pellegrini p9]. In both of these specular reflections were modelled withI®M. Martin
applied physical models of the Schroeder diffusers for ipted) the diffused part of a re-
sponse while Pellegrini suggested perceptually-basddsdih filter approach. A fact is
that the ISM can normally be used only for an early part of poase due to computa-
tional limitations. Thus, when applying Martin’s or Pelteg's method the late part of the
response needs to be modelled with some other approach.dftestlate reverberation is
simulated with recursive digital filter structures.

An advantage of aforementioned kind of approaches are tiegtdllow real-time pro-
cessing. However, diffuse reflection modelling in thesehod$ does not relate actually to
a modelled space. As a consequence, these methods aretabtestd be used in models
which aim at prediction of acoustical quality of a space.

Is it then really possible to distinguish between respomdeere diffuse reflections have
been modelled based on the physical reality of the spacesedn some more or less per-
ceptually-based approaches? In order to answer this quédaticontext of early response,
the following listening test is suggested.

In this test, sound samples achieved by convolving anecbomrdings with two kind of
early responses are listened to. Responses of the firstarkagsodelled in a way proposed
in the experimental part in sectiohl. On the contrary, responses of the second class
are modelled with the method proposed by Pellegfisi.[ The energy which is smeared
between specular reflections in the Pellegrini’s methoihkien from the response modelled
with the method proposed in the experimental part. Compaudg sound samples achieved
by convolving anechoic recordings with the modelled respsnwould give information
about how accurately early diffuse reflections are hearthefresponses would be clearly
differentiated by the listeners, it could be confirmed thwe &ccuracy is really important,
when the modelling is done for listening purposes.
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5.3 Real-time Dynamic Diffuse Reflection Modelling

So far, the discussion in this chapter has restricted totec stase where the location of
the listener, the location of the sound source/sound seuatel the geometry of the mod-
elled space do not change during the modelling. However, anyntases, it would be
advantageous if real-time dynamic changes in the modehlggiomment would be possi-
ble. Computer games and virtual reality applications apécgl examples of the systems
with such requirements.

Also, when the acoustical quality of the room is evaluatedigtgning the auralisation
result, it would be advantageous, if it would be possible tavenaround in the modelled
space during the listening. Furthermore, it would be hélgfimpacts of changes in lo-
cations of the sound sources and impacts of changes in theaggoand in the surface
materials could be listened to.

The fact is that dynamic real-time processing increasesinex computation consider-
ably. Impulse responses need to be recomputed every timetsimg changes in the en-
vironment. Interpolation is needed between the changisgamses. The studied ray- and
radiosity-based approaches can not be applied for thesdiffeflection modelling when the
requirements are such. On the grounds of studied methodsealiged implementation
it seems that only solutions to the dynamic real-time roowuatics modelling are kind
of approaches suggested by Marti®] and Pellegrini $9] combined with the recursive
digital filter structures for the late part of the response was already mentioned in the
previous section, the clear disadvantage of these methdiatiexact characteristics of the
modelled space are lost.

Although physically-based approaches can not normallyppéied when dynamic real-
time processing is needed, with the following approach sohaages in the environment
could be allowed when the prediction is made with these nusthdn this approach it
is assumed that the sound source/sources, the geometriheasdrface properties of the
modelled space do not change. However, dynamic changes ifistaner position are
possible.

In the proposed solution the impulse responses are compfftéde beforehand at sev-
eral points in a room. These points constitute a very deniseirggide the room. When
listener then moves in the modelled space, the response igrith which is closest to the
listener’s location is chosen to be used in auralisationelMihe listener moves to another
point, the change of the response is smoothed by interpolagtween the responses. This
kind of procedure allows the listener to move around in thel@tled space and listen to the
acoustics in different locations.

Of course, modelling could be done also so that the listermddvbe kept at the same
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position and the sound source/sources would be moved in titelled space. One more
choice could be to keep the listener and the sound sourcke fikéd positions and enable
certain geometrical changes or changes in surface mateniblch could be controlled by
the listener in real time after modelling.

The disadvantages of the proposed method relate to the mugend of precomputing.
However, the number of responses which need to be computgd loe reduced if user’s/-
source’s route/routes in the space, or choices in case®whielistener is allowed to change
the geometry/surface materials of the room, would be defireddre computations. This
would, however, reduce flexibility of the system.



Chapter 6

Conclusions and Future Work

The objective of this thesis has been to familiarise onegighf physical principles and dif-
ferent methods used in diffuse reflection modelling in ceindé room acoustics prediction.
Basic principles, several modelling methods, their silitsitto different purposes, and their
deficiencies have been discussed. Also, a simple implei@mtaas been carried out. The
emphasis of the work has been on the ray- and radiosity-basekblling methods. Con-
clusions based on the studies are summarised as follows:

¢ Diffuse reflection is a highly complicated phenomenon. $utes from surface irreg-
ularities and/or rapidly changing surface impedance.

e How a surface reflects sound depends on frequency. Therafifiiese reflections
should be modelled frequency dependently.

e Scattering functions for diffuse reflections have beenitiathlly modelled with the
Lambert's law. However, there is no physical backgrounduigpsrt it. If a reliable
result is sought for, measured or theoretically computedtesing functions should
be exploited.

e The ISM method is incapable for modelling diffuse reflection

¢ If a sufficient number of rays is sent and if modelling is dorejfiency dependently,
the most accurate methdd®r predicting a room impulse response which includes
also diffused reflections are approaches based on the rasetbnay tracing.

¢ If the speed of an algorithm is essential, methods based eid@hm/cone tracing
combined with radiosity-based approaches are more seitaltle used for predicting
a response of a room.

1From ray- and radiosity-based methods
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e Models applying the radiosity-based approaches are notwtbly accurate. For ex-
ample, the patch density has influence on the spatial, teah@ord angular accuracy.

e Accurately modelled diffuse reflection response is esakesipecially in auralisation.
Predicting response with correct magnitude and phasenvdition is problematic due
to frequency dependence of surface properties.

e Real-time dynamic auralisation is so far forced to use nuthehich don’t model
diffused part of a response physically-based.

Furthermore, in the previous chapters, some suggestiotseduture studies have been
given. Things to do in the future:

e Applicability of diffuse reflection modelling methods whichave been utilised in
other fields of physics could be studied. Do there exist mithehich have not
yet been fully examined from the room acoustical modelliegspective? If there
exist, how these approaches could be applied and optimiseti¢d room acoustics
prediction should be studied.

¢ Impulse responses from a diffusely reflecting plane coulchbasured in an anechoic
chamber. A scattering function for the plane would be deflveesbd on the measure-
ments. Next, different modelling methods could be used éalipt computationally
this response. Modelling results would be compared to thasomed response and
thus the accuracy and reliability of the modelling methoalsld be estimated.

¢ A listening test suggested in sectibrB could be organised. The purpose of this test
would be to investigate whether small changes in the diffysat of a response are
audible or not.
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