
HELSINKI UNIVERSITY OF TECHNOLOGY

Department of Electrical and Communications Engineering

Laboratory of Acoustics and Audio Signal Processing

Heli Nironen

Diffuse Re�ections in Room Acoustics Modelling

Master's Thesis submitted in partial ful�llment of the requirements for the degree of

Master of Science in Technology.

Espoo, October 12, 2004

Supervisor: Professor Matti Karjalainen

Instructor: D.Sc. (Tech.) Tapio Lokki



HELSINKI UNIVERSITY ABSTRACT OF THE
OF TECHNOLOGY MASTER'S THESIS

Author: Heli Nironen

Name of the thesis: Diffuse Re�ections in Room Acoustics Modelling

Date: October 12, 2004 Number of pages: 92

Department: Electrical and Communications Engineering

Professorship: S-89 Acoustics and Audio Signal Processing

Supervisor: Prof. Matti Karjalainen

Instructor: D.Sc. (Tech.) Tapio Lokki

This thesis is a study of diffuse re�ection modelling in roomacoustics. The aim of the work is to

get familiar with the most often applied physical principles and modelling methods. An objec-

tive is that the studied theory and techniques could be applied in future research work. Room

acoustics modelling methods are divided in this thesis intothree categories: 1. Ray-based

methods, 2. Radiosity, and 3. Wave-based methods. When considering different modelling

methods, emphasis is on the ray- and radiosity-based approaches. Some wave-based methods

are also presented, but left out of more accurate examination. Although the approach in this

work is mainly physically-based, one totally perceptually-based method is also presented. A

simple implementation is carried out in order to get familiar with the studied principles and

methods in practice. An early response is predicted with a model which combines the image

source method and the radiosity-based approach. The implemented system is described in de-

tail, and the modelling results are analysed. Finally, methods most applicable for estimating

acoustical quality of a room, methods most suitable for auralisation purposes, and requirements

of real-time dynamic systems are discussed.
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Tässä diplomityössä tarkastellaan diffuusien heijastusten mallinnusta huoneakustiikassa. Työs-

sä käydään läpi äänen etenemiseen liittyviä käsitteitä, periaatteita ja tunnetuimpia mallinnus-

menetelmiä. Tavoitteena on, että opiskeltua teoriapohjaavoitaisiin hyödyntää myöhemmin ai-

heeseen liittyvässä tutkimuksessa. Huoneakustiikan mallinnuksessa käytetyt menetelmät jao-

tellaan tässä työssä kolmeen ryhmään. Ensimmäisen ryhmän menetelmissä ääniaaltojen etene-

minen mallinnetaan äänisäteiden avulla. Toisen ryhmän muodostavat radiositeettimenetelmät,

joissa ääntä heijastellaan diffuusisti huoneen seiniin muodostetun verkon solmujen välillä. Kol-

mannen ryhmän menetelmät perustuvat aaltoyhtälön ratkaisuun. Työn painopiste on kahteen

ensimmäiseen ryhmään kuuluvissa menetelmissä. Vaikka mallinnusmenetelmiä tarkastellaan-

kin enimmäkseen fysikaalisiin periaatteisiin tukeutuen,esitellään myös yksi menetelmä, joka

mallintaa diffuuseja heijastuksia ihmisen havitsemiseenperustuen. Työssä myös toteutetaan

yksinkertainen malli huonevasteen alkuosalle. Tässä sovelletaan kuvalähde- ja radiositeetti-

menetelmää. Toteutettu malli esitellään yksityiskohtaisesti ja sillä saatuja tuloksia analysoi-

daan. Myös työssä käsiteltyjen menetelmien soveltuvuuttaerilaisiin tarkoituksiin kartoitetaan.

Teoriapohjan perusteella analysoidaan, mitä menetelmistä voidaan käyttää huoneen akustisten

ominaisuuksien arviointiin, mitkä menetelmistä sopivat parhaiten auralisaatioon ja minkälaisia

kompromisseja vaativat dynaamiset reaaliaikasysteemit.

Avainsanat: diffuusi heijastus, äänen sironta, huoneakustiikan mallinnus, sädemenetelmät, ra-

diositeettimenetelmä, auralisaatio
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Chapter 1

Introduction

Room acoustics is concerned with sound propagation in enclosures. In most environments a

sound is heard as a combination of a direct sound straight from a source/sources and indirect

re�ections from surfaces and other objects. If acoustics ofa space is examined, both the

direct sound and the re�ections are keys to a sound �eld in theconsidered space.

Characteristics of the re�ections depend on properties of the re�ecting surfaces. The

re�ections can be simple like specular re�ections where incoming sound is re�ected out

from a surface in the same angle (related to a surface normal)as it came to the surface. On

the other hand, if the surface is diffusely re�ecting, the re�ection can be highly complicated.

Enclosures with at least in parts diffusing surfaces are quite different in their acoustical

behaviour from those with just specularly re�ecting surfaces. Diffuse re�ections result in

a more uniform distribution of sound energy throughout a room [41]. Inclusion of surface

diffusion in modelling of room acoustics is an important factor, if the aim is to achieve a

good prediction accuracy [9].

In many virtual reality applications computational modelling of acoustical spaces is fun-

damental. Demands vary from real-time simulations in multimedia and computer games to

non real-time situations with high accuracy needs. Prediction of room acoustical conditions

in music performance spaces is an example of the latter. Possibility to listen to results has

always been essential [79].

Inaccurate modelling of diffuse re�ections remains a particular weakness of room acous-

tics auralisation. Various mathematical models for diffuse re�ections have not yet been

fully exploited and optimised for rooms. Today, room impulse responses are often simu-

lated using approximate, ray-based models and energy-based diffusion methods. Even with

these approaches the lack of reliable input data (scattering functions, scattering coef�cients,

etc.) is, however, a real problem.

This Master's thesis examines modelling of diffuse re�ections in room acoustics. The

1



CHAPTER 1. INTRODUCTION 2

purpose is to familiarise oneself with physical principlesand basic methods applied to room

acoustics modelling. The objective is to �nd out how diffusere�ections have been treated

in computational modelling and simulation of acoustic spaces until now. Some applied

methods are considered in detail. The emphasis is on ray-based methods and radiosity.

Also some wave-based methods are presented, mainly in context of predicting scattering

from a single diffusely re�ecting surface. However, these wave-based methods are left out

for more accurate analysis in this work. In addition, two methods which could be used in

situations where real-time processing is required, are presented. A simple implementation

which applies the studied techniques is carried out in orderto in practice familiarise oneself

with physically-based room acoustics and diffuse re�ection modelling. The implementation

is presented in detail and the modelling results are analysed. Finally, based on the studied

techniques and the implemented system, modelling techniques most suitable for different

situations are discussed. The methods which could be applied to predict an acoustical

quality of a real room are covered. Applicability of the methods for auralisation purposes is

also considered. The question how diffuse re�ections couldbe treated ef�ciently in dynamic

real-time auralisation is studied as well.

This thesis serves as an initial investigation in the �eld ofdiffuse re�ection modelling.

The purpose is, that the theory and techniques studied here could be applied in a future

research work.

Structure of the Thesis

The thesis is divided into six separate chapters. Contents of the chapters are the following:

Chapter 1: Introduction. The scope, the objectives, and the structure of the thesis is

presented here.

Chapter 2: Background. This chapter covers the theoretical basis needed to understand

physically-based diffuse re�ection modelling. First, characteristics of sound waves are dis-

cussed. After that the concept of sound re�ection is studiedin detail in order to understand

what is diffuse re�ection. Next, ways of expressing the diffusing effect of a surface are

considered. Finally, main methods applied to room acoustics modelling are presented.

Chapter 3: Modelling Diffuse Re�ections. Some proposed methods for predicting dif-

fuse re�ections are considered in detail in this chapter. The �rst three subsections present

methods which apply ray tracing, beam/cone tracing, and radiosity. All these methods

can be categorised to physically-based approaches. In addition, two methods, meant to be
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used in reverberation engines, are presented. The �rst of these is physical in a sense that

it utilises physical models of the components of Schroeder diffusers. The other method

applies a completely perceptually-based approach.

Chapter 4: Implemented system. In order to familiarise oneself with physically-based

room acoustics modelling methods and especially with problems related to modelling dif-

fuse re�ections a simple implementation is carried out. Theearly part of a response in a

shoe-box shaped room is modelled. Used methods and algorithms, resulting responses, and

analysis of modelled responses are presented in this chapter.

Chapter 5: Discussion. On the grounds of the studied principles and techniques, different

diffuse re�ection modelling methods are discussed here. First, the methods most suitable

for predicting the response of a real space are discussed. Then problems of aforementioned

methods in context of auralisation are considered. Also, the methods which could be used

in dynamic real-time simulation of diffuse re�ections are discussed.

Chapter 6: Conclusions and Future Work. Characteristics of diffuse re�ections and

properties of different diffuse re�ection modelling methods are summarised in this chapter.

In addition, suggestions are made for future investigations.



Chapter 2

Background

In order to understand how diffuse re�ections have been and in the future could be mod-

elled with physically-based methods, some background knowledge is needed. This chapter

covers fundamental principles and main methods used in physically-based room acoustics,

and especially in diffuse re�ection modelling. Basic physical principles like characteristics

of sound waves, re�ections, and particularly diffuse re�ections are discussed. Furthermore,

some ways of expressing the diffusing effect of a surface areintroduced. Finally, the main

modelling methods used in a �eld of room acoustics prediction are examined.

2.1 Characteristics of Sound Waves

An important property of sound waves is their ability to transport energy and information

from one place to another. This happens through a medium which itself is not transported.

When a wave propagates, a change in pressure and in density ispassed along from point to

point. As the wave has passed, the medium reverts to its undisturbed state [67].

In principle, any complex sound �eld can be considered as a superposition of numerous

elementary sound waves. In the following subsections quantities and concepts related to

the propagation of sound waves are considered. The presentation follows the way Kuttruff

has introduced these characteristics of the sound waves [41], if not otherwise mentioned.

However, the same principles have also been discussed more thoroughly by Pierce [61], for

example.

2.1.1 Velocity of Sound

If sound propagation is free of losses, the medium where a sound wave propagates is un-

bounded in all directions, and the medium itself is homogeneous and at rest, a velocity of

sound is constant with reference to space and time. For the air, the velocity of sound is

4



CHAPTER 2. BACKGROUND 5

de�ned as

c = ( 331:4+ 0:6Q) m=s; (2.1)

whereQ is the temperature in centigrade.

2.1.2 Some Basic Relations

A sound wave can be completely described by indicating instantaneous displacements of

particles of a medium. However, often, instead of the displacement itself, a velocity of

particle displacement (aparticle velocity) is considered as a basic acoustical quantity.

Vibrations in the sound wave do not take place at all points with a same phase. At some

points in a sound �eld particles vibrate in the opposite phase. Therefore, in certain regions

the particles are pushed together and in other regions pulled apart. Under an in�uence of

the sound wave variations occur ingas densityandpressure. These are functions oftime

andposition. Difference between an instantaneous pressure and a staticpressure is called a

sound pressure.

Because changes of the gas pressure caused by the sound wave occur generally so rapidly

that heat can not be exchanged between adjacent volume elements, the sound wave causes

adiabatic variations oftemperature. As a consequence, the temperature can also be consid-

ered as a quantity characterising the sound wave.

A number of basic laws connect various acoustical quantities. By utilising these laws it

is possible to set up a general differential equation governing sound propagation:

At �rst conservation of momentum has to be de�ned. It can be expressed by the following

relation:

gradp = � r 0
¶v
¶t

; (2.2)

wherep is the sound pressure,r 0 is a static value of the gas density,v is the particle velocity,

andt is the time.

Conservation of mass leads to the following expression:

r 0 div v = �
¶r
¶t

; (2.3)

wherer is the total gas density including its variable part,r = r 0 + dr . Changes ofp and

r are assumed to be small when compared to the static valuesp0 andr 0. On the contrary,

the particle velocityv is assumed to be much smaller than the sound velocity.

If it is assumed that a gas is ideal, the following relations hold between the sound pres-

sure, the gas density variations, and the temperature changesdQ:

p
p0

= k
dr
r 0

=
k

k � 1
dQ

Q+ 273
: (2.4)



CHAPTER 2. BACKGROUND 6

In the previous expressionk is an adiabatic exponent. By eliminating the particle veloc-

ity v and the variable partdr of the gas density from Eqs. (2.2) and (2.4) the following

differential equation is achieved:

c2Dp =
¶2p
¶t2 ; (2.5)

where

c2 = k
p0

r 0
: (2.6)

This differential equation is referred to as awave equation. It governs propagation of sound

waves in any lossless �uid and is therefore of central importance for almost all acoustical

phenomena.

2.1.3 Plane Waves

If it is assumed that acoustical quantities depend only on time and on one single direction

which may be chosen as x-direction of a cartesian coordinatesystem, Eq. (2.5) can be

expressed as:

c2¶2p
¶x2 =

¶2p
¶t2 : (2.7)

This differential equation has the following general solution:

p(x;t) = V(ct � x) + W(ct + x): (2.8)

In the previous expression the �rst term on the right,V, presents a pressure wave travelling

in positive x-direction with velocityc. The second term,W, describes a sound pressure

wave which propagates in negative x-direction. Each term ofthis equation represents a

progressiveplane wave, where the sound pressurep is constant in any plane perpendicular

to the x-axis. These planes of constant sound pressures are called wavefronts. Any line

perpendicular to the wavefront is awave normal.

The particle velocity, as Eq. (2.2) states, has only one non-vanishing component. This

is parallel to a gradient of the sound pressure. As a consequence, in �uids, sound waves

are longitudinal waves. By applying the Eq. (2.2) to Eq. (2.8) the following expression is

obtained for the particle velocity:

v = vx =
1

r 0c
[V(ct � x) � W(ct + x)]: (2.9)

The ratio of sound pressure and particle velocity in the plane wave which propagates in

positive direction (W = 0) is frequency independent as can beseen from Eqs. (2.8) and

(2.9):
p
v

= r 0c: (2.10)
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This ratio is called acharacteristic impedanceof the medium. When the wave is travelling

in negative x-direction also this ratio is negative.

Harmonic waves are of particular importance when characteristics of sound waves are

considered. In harmonic waves, time and space dependence ofacoustical quantities follows

a sine or a cosine function. IfW is set to zero andV speci�ed as the cosine function, the

following expression is obtained for a plane, harmonic wave:

p(x;t) = p̂cos[k(ct � x)] = p̂cos(wt � kx); (2.11)

wherep̂= j p(x;t) j is the absolute value of the sound pressure at placex at timet, k (= w=c)

is a propagation constant or awave numberandw (= kc= 2p f ) is anangular frequency.

Complex notation of the previous expression (Eq.2.11) reads as follows:

p(x;t) = Ref p̂exp[i(wt � kx)]g; (2.12)

or, when Re is omitted:

p(x;t) = p̂exp[i(wt � kx)]: (2.13)

Until now it has been assumed that the wave medium is free of losses. However, if

this is not the case, the pressure amplitude does not remain constant in the course of wave

propagation. Decreasing of the amplitude occurs accordingto an exponential law and Eq.

(2.13) has to be modi�ed in the following way:

p(x;t) = p̂exp(� ax=2) exp[i(wt � kx)]; (2.14)

wherea is an attenuation constant.

Finally, it can be concluded that a plane wave is an idealisedwave type. It does not exist

in the real world, not at least in its pure form.

2.1.4 Spherical Waves

In spherical wavessurfaces of constant pressure (wavefronts) are concentricspheres. A

vanishingly small source, apoint source, which introduces or withdraws �uid, has to be

imagined in the common centre of these concentric spheres. For this kind of geometry, polar

coordinates with distancer from the centre as a relevant space coordinate are appropriate.

The differential equation, Eq. (2.5), which has now been transformed into polar coordi-

nate system, can be expressed as follows:

¶2p
¶r2 +

2
r

¶p
¶r

=
1
c2

¶2p
¶t2 : (2.15)

A simple solution for the previous equation is

p(r;t) =
r 0

4pr
Q0

�
t �

r
c

�
: (2.16)
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This solution represents a spherical wave produced by a point source atr, with a volume

velocity Q. Volume velocity tells the rate at which �uid is expelled by the source.Q0means

partial differentiation with respect to time. The argumentt � r=c indicates that any distur-

bance created by the sound source is propagated outward withvelocity c and its strength is

decreasing as 1=r.

In case of the spherical wave, the only non-vanishing component of the particle velocity

is the radial one. By applying the Eq. (2.2) into Eq. (2.16) this component can be expressed

as

vrad =
1

4pr2

h
Q

�
t �

r
c

�
+

r
c
Q0

�
t �

r
c

�i
: (2.17)

When the volume velocity of the source varies according toQ(t) = Q̂exp(iwt), whereQ̂ is

the absolute value of the volume velocity, Eq. (2.16) yields a harmonic spherical wave in

complex notation:

p(r;t) =
iwr 0

4pr
Q̂exp[i(wt � kr)]: (2.18)

Again, the particle velocity, obtained from Eq. (2.17), is

vrad =
p

r 0c

�
1+

1
ikr

�
: (2.19)

The previous formula indicates that the ratio of the sound pressure and the particle velocity

in the spherical sound wave depends on the distancer and on the frequencyw = kc. In

addition, it is complex. This means that between both quantities there is a phase difference.

However, for distances which are large compared to the wavelength, the ratiop=v tends

asymptotically to the characteristic impedance of the medium. For this reason, when dis-

tance from the centre is large compared to all wavelengths involved, a limited region of the

spherical wave may be considered as a good approximation of the plane wave.

2.1.5 Energy and Energy Density

When a sound source generates a sound wave, it delivers someenergyto a �uid which is

then carried away by a sound wave. When this sound wave is considered as a function

of time it can be understood as a sound signal.Energyof a time-limited sound signal is

expressed in the following way [42]:

E =
Z

T
p2(t)dt; (2.20)

whereT is an observation period of the sound signal,p is the pressure of the sound signal,

andt is the time.

Energy contained in a unit volume of a wave is characterised by a quantity calledenergy

density. When considering energy density it is important to distinguish between potential
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and kinetic energy densities. These can be expressed as follows:

wpot =
p2

2r 0c2 ; wkin =
r 0 j v j2

2
: (2.21)

The total energy densityw is now:

w = wpot + wkin: (2.22)

It should be noted that energetic quantities do not simply add, if two waves are superim-

posed on each other.

2.1.6 Intensity

Another important quantity issound intensity. It is a measure of energy transported in a

sound wave. This quantity can be understood by imagining a window of 1m2 perpendicular

to the direction of sound propagation. The intensity, whichcan be seen also as a power of a

sound signal, is an amount of energy per second which passes this window. In general, the

intensity is a vector parallel to a vectorv of the particle velocity. The intensity is given by:

I = pv; (2.23)

wherep is the pressure andv is the particle velocity of the sound. As a consequence of

energy conservation:
¶w
¶t

+ divI = 0: (2.24)

Because intensity is also an energetic quantity, either intensities do not simply add if two

waves are superimposed on each other.

2.2 Re�ection of Sound

In order to understand what is diffuse re�ection and how it could be modelled in room

acoustics, principal laws of sound re�ection have to be known. The simplest kind of re-

�ection from a wall is a specular re�ection. In the specular re�ection illumination and

irradiation angles (in relation to the surface normal) of a sound wave are the same. The

theory related to the specular re�ection in context of a plane wave is explained �rst in this

section. After that, more complicated re�ections caused bydiffraction, scattering, and dif-

fuse re�ections are considered. Also, the concept of diffuse �eld is introduced. Finally,

section ends with a discussion about terminology used in context of diffuse re�ection. Kut-

truff's book [41] has again been used as the reference if not otherwise mentioned. Another

source of information, where these issues have been considered is [23], for example.
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2.2.1 Principal Laws of Sound Re�ection

In reality, all sound waves originating from a sound source are spherical waves or super-

positions of spherical waves. A re�ection of the spherical wave from a non-rigid wall is

highly complicated. However, when the sound source is not too close to a re�ecting wall

or to a scattering obstacle, the situation can be often simpli�ed by neglecting the curvature

of a wavefront. This is done also here. An incident, undisturbed wave is assumed to be a

plane wave.

The situation where the plane wave strikes a surface or a uniform plane of in�nite extent

is considered �rst. In such a situation, in general, part of irradiating sound energy re�ects

from the plane in the form of re�ected wave originating from the plane. The amplitude and

the phase of the re�ected wave differs from those of an incident wave. The incident and the

re�ected waves interfere with each other and form together (at least partially) a standing

wave.

Re�ection Factor

Changes in the amplitude and the phase can be expressed by a complexre�ection factor:

R= jRj exp(ic): (2.25)

Ris a property of the wall. Its absolute valuejRj and phase anglec depend on the frequency

and direction of the incident wave.

Absorption Coef�cient

The intensity of a plane wave is proportional to the square ofpressure amplitude. For this

reason, the intensity of the re�ected wave is smaller by a factor jRj2 than that of the incident

wave. Fraction 1� j Rj2 of an incident energy is therefore lost during re�ection. Quantity

a = 1� j Rj2 (2.26)

describes this loss. It is called anabsorption coef�cientof the wall.

Wall Impedance

By the re�ection factor the acoustical properties of a wall surface are completely described

for all angles of incidence and for all frequencies. Anotherquantity that is even more

closely related to physical behaviour and to construction of the wall is based on the particle

velocity normal to the wall and to the sound pressure at the surface. This quantity is called
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thewall impedance. It is de�ned by

Z =
� p

vn

�

sur f ace
; (2.27)

wherep denotes the sound pressure at the surface andvn the velocity component normal to

the wall. The wall impedance, like the re�ection factor, is generally complex and function

of the angle of sound incidence. The impedance usually changes as frequency changes.

The wall impedanceZ is often divided by the characteristic impedance of the air:

z =
Z

r 0c
: (2.28)

In the previous expressionr 0 is the static value of the gas density andc is the velocity of

sound. The resulting quantityz is called aspeci�c acoustic impedance.

Sound Re�ection at Normal Incidence

Next, let's assume that a wall is normal to the direction in which the incident wave is

travelling, as illustrated in �gure2.1. The direction of the incident wave is chosen as the

x-axis of a cartesian coordinate system and the wall intersects the x-axis atx = 0. The wave

is coming from the negative x-direction. Its sound pressurepi(x;t) and particle velocity

vi(x;t) are:

pi(x;t) = p̂0 exp[i(wt � kx)]; (2.29)

vi(x;t) =
p̂0

r 0c
exp[i(wt � kx)]; (2.30)

wherep̂0 is the absolute value of the initial sound pressure of the incident wave,w is the

angular frequency of the wave,k is the wave number,t is the time,x is the place in the

x-axis,r 0 is the static value of the gas density, andc is the velocity of sound.

As mentioned before, the re�ected wave has a smaller amplitude and its phase has

changed. Both changes are described by the re�ection factorR. In addition, when de�ning

an expression for the re�ected wave, the sign before the wavenumberk has to be reversed

because the direction of travel has reversed. Furthermore,also the sign of the particle ve-

locity must be changed, because¶p=¶x has opposite signs for waves travelling in positive

and negative direction. The sound pressurepr (x;t) and the particle velocityvr(x;t) of the

re�ected wave can now be expressed in the following way:

pr (x;t) = Rp̂0exp[i(wt + kx)]; (2.31)

vr (x;t) = � R
p̂0

r 0c
exp[i(wt + kx)]: (2.32)
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Incident
wave

Re
ected
wave

x

x=0

Figure 2.1: Sound re�ection, normal incidence [41].

Sound Re�ection at Oblique Incidence

A more general case of sound waves whose angles of incidence may be any value,q0, is

considered next. Let's assume that a wall normal as well as a wave normal of the incident

wave lie in thex� y plane of a cartesian coordinate system, as depicted in �gure2.2.

Re
ected
wave

Incident
wave

(vr )y

(vi)y

x

y

vi

(vr )x

(vi )x

vr

� 0

� 0

Figure 2.2: Sound re�ection, oblique incidence [41].



CHAPTER 2. BACKGROUND 13

In this kind of situation, in Eq. (2.29) x is now replaced byx0. The latter belongs to

a coordinate system, for which axes are rotated by the angleq0 with respect to thex � y

system. The result is a plane wave propagating in the positive x0-direction. Now, according

to the coordinate transformation formula,x andx0are related by

x0= xcosq0 + ysinq0; (2.33)

and when this is inserted to Eq. (2.29)1:

pi = p̂0 exp[� ik(xcosq0 + ysinq0)]: (2.34)

A velocity component normal to the wall (x-component) is required for computation of

the wall impedance (See Eq.2.27). This is obtained from the following expression:

vx = �
1

iwr 0

¶p
¶x

: (2.35)

When this is applied to Eq. (2.34)

(vi)x =
p̂0

r 0c
cosq0 exp[� ik(xcosq0 + ysinq0)]: (2.36)

Also in the case of oblique incidence, the sign onx must be reversed when the wave is

re�ected. Furthermore, the pressure and the velocity are multiplied by re�ection factorsR

and� R, respectively:

pr = Rp̂0exp[� ik(� xcosq0 + ysinq0)]; (2.37)

(vr )x = �
Rp̂0

r 0c
cosq0exp[� ik(� xcosq0 + ysinq0)]: (2.38)

Again, the direction of propagation includes the angleq0 with the wall normal.

2.2.2 Diffraction, Scattering, and Diffuse Re�ection

Simple laws of sound re�ection hold only for walls with an in�nite extent. In reality, any

free edge of re�ecting wall or panel will scatter some sound energy in all directions. The

same happens when a sound wave hits any other obstacle of limited extent. Scattered wave

spreads more or less in all directions. The phenomenon is called diffraction. It is common

in room acoustics and sometimes referred also assound scattering. In some connections,

diffuse re�ection is seen as a consequence of diffraction. For this reason, diffraction is

considered here before diffuse re�ection itself is discussed.
1Term exp(iwt), which is common to all pressures and particle velocities, is omitted from this and the

following expressions.
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B

C

A

Figure 2.3: Illustration related to diffraction of a plane wave from a rigid half-plane [41].

Diffraction can be introduced in the following way: Let's imagine a rigid plane with one

straight edge as depicted in �gure2.3. When this rigid plane is exposed to a plane wave

at normal incidence, it can be expected that the plane re�ects some sound into region A.

At the same time another region, region B, which can be calledtheshadow zone, remains

completely free of sound. If the wavelength of an incident sound wave were vanishingly

small, the aforementioned situation would be true. In reality, however, a diffraction wave,

originating from the edge of the plane modi�es this picture.Behind the plane there is still

some sound intruding into the shadow zone. Furthermore, in the region C, the plane wave is

disturbed by interferences with the diffraction wave. In summary, the boundary between the

shadow zone (B) and the illuminated region (C) is not sharp but blurred by the diffraction

wave. A similar effect occurs at the upper boundary of regionA.

A wall is not often completely plane. It contains regular or irregular coffers, bumps,

and other projections. If these are very small compared to the wavelength of the incident

sound wave, they do not disturb the specular re�ection of thewall. In the opposite case, if

irregularities are large compared to the wavelength, each of their faces may be treated as a

plane or a curved wall section. Incident sound can then be re�ected specularly. There is an

intermediate range of wavelengths, however, in which each projection adds a scattered wave

to the specular re�ection of the whole wall. A large fractionof re�ected sound energy will

therefore scatter in all directions if the wall has an irregular surface structure, as illustrated

in �gure 2.4. The term diffusely re�ecting wall is often used in this context. Diffuse or

partially diffuse re�ectionsoccur also at walls which are smooth and have non-uniform

impedance, not only at walls with a geometrically structured surface.
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Figure 2.4: Diffusely re�ecting wall with an irregular surface structure.

2.2.3 Diffuse Sound Field

A typical sound �eld in a closed room is composed of many single plane waves. Each of

them has its own particular amplitude, phase, and direction. To �nd the effect of a wall

on such a complicated sound �eld, the re�ection of each soundwave should be considered

separately. When this has been done, sound pressures of all waves can be added.

Another possibility is to turn on to some simpli�cations. With the following assumptions,

general statements on the effect of the wall on the sound �eldare allowed: First of all, if the

phases of the waves incident on the wall are randomly distributed, it is possible to neglect

all phase relations and interference effects caused by them. In this kind of situation, it is

suf�cient to add or to average energies of the waves which areproportional to the squares

of the pressures of the elementary waves. Secondly, if it is assumed that intensities of

an incident sound are uniformly distributed over all possible directions, each solid angle

element carries the same energy per second to the wall. In such a situation it is possible to

speak aboutrandom sound incidence. The sound �eld associated with a situation de�ned

above is referred to as adiffuse sound �eld[41], [40], [53].

2.2.4 Terminology

On the grounds of the previous subsections it can now be con�rmed, that in room acoustics

the termdiffusion denotes two conceptually different things. On one hand diffusion is

a property of a sound �eld. It describes an isotropy of directional uniformity of sound

propagation. Secondly, diffusion is an ability of a surfaceto scatter incident sound into

non-specular directions. Although sound �eld diffusion may be a consequence of diffusely

re�ecting boundaries, both items must be well distinguished.

The term scattering is somewhere used in connection with diffraction and elsewhere in

connection with diffuse re�ection. Among others Dalenbäcket al. [18] have considered

different concepts used in context of diffuse re�ection. They have de�ned and grouped



CHAPTER 2. BACKGROUND 16

applied terms in the following way:

Diffraction. In a microscopic wave-theoretical view diffraction is one of the causes

of diffuse re�ection. In applied acoustics diffraction most often means edge diffrac-

tion from re�ectors and similar objects.

Scattering. Often used in general linear acoustics for the result of diffraction. In

applied acoustics this term is used for re�ection from a surface with roughness in a

more general way.

Diffuse re�ection. The most appropriate term to describe the process of re�ection

from a diffusor or from a diffusive surface.

In this thesis the terms diffuse re�ection and scattering are used when re�ection from the

diffusive surface is considered.

2.3 Expressing Surface Diffusion

Within physically-based computerised prediction, every implementation of diffuse re�ec-

tion needs to utilise some scattering function. Unfortunately there are not plenty of reliable

laboratory measurements about diffusing properties of surfaces which could be used as

guidelines in modelling. Usually, only available data are from manufacturers of dedicated

diffusers. Therefore, diffusing effects of other surfaceshave to be estimated. Often the only

possible estimate is to assign diffusion factors in relation to roughness-to-wavelength ratios

[18], and to model the scattering function for diffused part of the sound with the Lambert's

law.

Although the Lambert's law has been widely used also, for example, in computer graph-

ics, there is no physical background to support it. The Lambert's law is based on empirical

observations and describes a perfectly rough or diffuse surface [57]. For these reasons, an

alternative, and a more accurate approach would be to use theoretically calculated scatter-

ing functions. Of course, measured scattering functions can be utilised if reliable ones are

available. In the following subsections, the above mentioned different ways of expressing

the diffusion of a surface are discussed.

2.3.1 Lambert's Law

According to the Lambert's law, when directional distribution of re�ected or scattered en-

ergy does not depend in any way on the direction of an incidentsound, the re�ection from

a surface is totally diffuse. However, as mentioned, in acoustics and particularly in room
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acoustics, only partially diffuse re�ections occur. Even so, especially when many succes-

sive ray re�ections from different walls or portions of walls are considered, the assumption

of totally diffuse re�ections comes often closer to the actual re�ecting properties of real

walls than that of specular re�ections. In particular, withreverberation processes and in

reverberant enclosures this is the case [41].

Source

Receiver

dS

r

n
� 0

�

Figure 2.5: Ideally diffuse sound re�ection from acoustically rough surface [41].

In order to understand the basic principles of the Lambert'slaw, the concept of sound ray

needs to be known. The ray-concept is explained more thoroughly later in subsection2.4.2

in context of ray-based room acoustics modelling methods. Here it is enough to know that

a sound ray is a small portion of a spherical wave. It originates from a certain point and has

a well de�ned direction of propagation.

When applying the Lambert's law, totally diffuse re�ections from a wall take place in the

following way [41]. The situation is illustrated in �gure2.5.

If an area element dSis illuminated by a bundle of parallel or nearly parallel rays which

make an angleq0 to a wall normal and have an intensityI0, an intensityI (r;q) of the sound

which is scattered in a direction characterised by an angleq, measured at a distancer from

dS, can be given by

I(r;q) = I0dS
cosqcosq0

pr2 = BdS
cosq
pr2 ; (2.39)

whereB is so-calledirradiation strength. The variableB expresses the amount of energy

incident on a unit area of the wall per second. Eq.2.39is valid if there is no absorption. In

other cases,I (r;q) has to be multiplied by an appropriate factor 1� a(q).
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When applying Eq. (2.39), each surface element has to be considered as a secondary

sound source. The distancer, which determines intensity reduction due to propagation,has

to be measured from the re�ecting area element dS. With a specular re�ection, this is not a

case. In the specular re�ection the total length of the path between an initial sound source

and a receiver determines the intensity decrease of a sound ray. The observation whether

this path is bent or straight is not needed.

y

z

x

&

&0

&00

r

r'

dS'

dS

P

L

L'

Figure 2.6: Illustration related to the de�nition of Eq. (2.42) [41].

Next, a situation in an enclosure where the whole boundary isassumed to re�ect im-

pinging sound in a completely diffuse manner according to the Lambert's law is considered

[41]:

The sound �eld within a room can be described in a closed form by an integral equation.

In order to derive this integral equation, two wall elementsdSand dS' are considered. The

situation is illustrated in �gure2.6. The room is assumed to be of arbitrary shape. Locations

of the wall elements are characterised by vectorsr andr0. Straight line connecting them

has a lengthL. Angles between this line and wall normals of dSand dS' are denoted in the

following by VandV0. When the element dS' is irradiated by energyB(r0)dS0 per second,

fraction s of it is re-radiated from the dS' into a space. s, the re�ection coef�cient, is
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de�ned as

s = 1� a: (2.40)

The absorption coef�cienta and hence the re�ection coef�cients are supposed to be inde-

pendent of anglesVandV0.

According to the Lambert's law, intensity dI of the energy re-radiated by the dS' and

received at dSis

dI = B(r0)s(r0)
cosV0

pL2 dS0; (2.41)

whereB(r0) is the irradiation strength as a function of locationr0ands(r0) is the re�ection

coef�cient as a function of locationr0. V0 andL have been explained before and also in

�gure 2.6.

Multiplication of Eq. (2.41) by cosVand integration over all wall elements dS' gives the

total energy per second and unit area received atr from the whole boundary. The following

relation is achieved by adding a direct contributionBd from a sound source:

B(r ;t) =
1
p

Z Z

S
s(r0)B

�
r0; t �

L
c

� cosVcosV0

L2 dS0+ Bd(r ;t): (2.42)

The previous expression takes into account the �nite travelling time of the sound energy

from the transmitting wall element dS' to the receiving one dSby replacing time argument

t with t � L=c, wherec is a velocity of sound.

Eq. (2.42) is an inhomogeneous, fairly general integral equation forthe irradiation

strengthB of the wall. It contains both a steady state case and that of a decaying sound

�eld. After solving this equation, energy densityw(r ;t) as a function of locationr and time

t at any pointP inside a room can be obtained from

w(r ;t) =
1
pc

Z Z

S
s(r0)B

�
r0; t �

L0

c

� cosV00

L02 dS0+ wd(r ;t); (2.43)

whereL' is a distance from the surface element dS' to a receiverP, V00is the angle of sound

which irradiates from the surface element dS' to the receiver, andwd(r ;t) is the direct

contribution from some sound source to the energy density atthe receiver pointP.

Closed form solutions for the integral equation are available only for simple room shapes.

For this reason, in general, the integral equation Eq. (2.42) must be solved numerically. One

example of numerical solution methods has been presented in[40].

2.3.2 Theoretically Calculated Scattering Functions

Another choice for the application of the Lambert's law is toutilise theoretically calculated

scattering functions. Calculations can be included in the prediction and solved for the actual

case. However, usually this means a much more complicated computation scheme [18].
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For example Cox and D'Antonio [14] have gathered together methods for de�ning the-

oretically calculated scattering functions from isolatedsurfaces. These are discussed next.

The emphasis is on frequency domain models, but also some time domain methods are con-

sidered. The presentation of Cox and D'Antonio [14] has been used as a reference, if not

otherwise mentioned.

Boundary Element Methods

The most accurate model for predicting scattering from a diffusing surface is the Boundary

Element Method (BEM). It is based on the Kirchhoff-Helmholtz integral equation (KHIE).

The Kirchhoff-Helmholtz integral equation formulates thepressure at a point as a combina-

tion of the pressure direct from sources and surface integral of the pressure and its derivative

over re�ecting surfaces. The pressurep(r r ) at positionr r is given by the following single

frequency form of the integral equation :

r r 2 RGe p(r r )

r r 2 RGs
1
2 p(r r )

r r 2 RGi 0

9
>=

>;
= pi(r r ; r0) +

Z

S
p(rs)

¶G(r r ; rs)
¶n(rs)

� G(r r ; rs)
¶p(rs)
¶n(rs)

dS; (2.44)

wherer r = f xr ;yr ;zrg is a vector which describes the location of the receiver,r0 = f x0;y0;z0g

is a vector describing the location of the source,rs = f xs;ys;zsg is a vector for a point on the

surface,p(rs) is the pressure atrs, pi(r r ; r0) is the direct pressure radiated from the source

at r0 to the receiver atr r , G is the Green's function, n is the normal to the surface pointing

out from the surface,RGe is the external region,RGs is the surface andRGi is the interior

of the surface.

surface (xs; ys; zs)

z

y

r 0

xr s

n

r r

RGs

RGe

RGi

Source (x0; y0; z0)

Point on Origin

Receiver (xr ; yr ; zr )

Figure 2.7: Geometry related to BEM prediction models [14].
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The geometry related to the previous integral equation is illustrated in �gure2.7. The �rst

term on the right-hand side of Eq. (2.44) represents the direct pressure. The second term,

where the integral is carried out over the surface, gives contribution of the re�ected energy

to the pressure atr r . As mentioned, the form of Eq. (2.44) is a single frequency form.

This means that the system is in steady state condition so that a time variation exp(iwt) can

be neglected. The Green's functionG gives, how the pressure and its derivative propagate

from one point in a space to another point.

The integral equation, Eq. (2.44), includes three possible cases:

1. r r 2 RGe, the pointr r is external to the scattering surface

2. r r 2 RGs, r r is on the surface

3. r r 2 RGi, r r is internal to the scattering surface.

The integral part of Eq. (2.44) has two terms. One involves the surface pressurep(rs) and

the other the surface pressure derivative¶p(rs)=¶n(rs). For a locally reacting surface2 the

derivative of the surface pressure is related to the surfacepressure by the surface admittance,

which can be expressed in terms of equation in the following way:

ikp(rs)b0(rs) =
¶p(rs)
¶n(rs)

; (2.45)

where the surface admittance is denoted byb0. In BEM modelling, quantities are de�ned in

terms of an outward pointing normal. Surface admittances, however, are normally de�ned

with an inward pointing normal. This difference is signi�edhere by a prime:b0 = � b,

whereb is the more usual surface admittance. The de�nition of an outward pointing normal

also affects to the interrelations between the admittance and the surface re�ection factor. It

is relevant when implementing the Kirchhoff solution.

There exist various solutions for the BEM. The general solution requires application of

Eq. (2.44) twice. First, the surface pressuresp(rs) on scattering surfaces need to be found.

After that a numerical integral is carried out over the surface pressures to determine the

pressures at desired external points. When determining thesurface pressures, it is important

to notice that they depend not only on the incident sound �eld, but also on each other.

To model mutual interactions across the surface, the surface is usually discretised into a

number of surface/boundary elements. It is assumed that thepressure across these elements

is constant. In order to prevent errors in representing continuous pressure variation by a

set of discrete values the elements must be chosen to have suf�ciently small dimensions.

For very simple surfaces this is usually achieved by making the elements smaller than a

2An assumption of a local reaction means that the surface admittance is independent of the incident and the

re�ected pressure wave.
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quarter of wavelength in size. When the surface has been discretised, a set of simultaneous

equations can be set up with one equation for each boundary element. These equations will

be for the surface pressures withr r being taken from positions on the surface in the middle

of each element.

In addition to the general solution there exist also severalsolutions derived for speci�c

situations. For example, a solution for thin panels has beenpresented by Terai [84]. Periodic

formulations have been derived as well [44].

Kirchhoff Approximation

In order to reduce solution time of the BEM, faster methods for solving the simultaneous

equations which determine the surface pressures have been derived. For example in optics,

the Kirchhoff approximation has been used to determine the propagation of light through

an aperture. The Kirchhoff approximation yields the wave function and its derivative across

an aperture as unaltered from an incident wave. Both the wavefunction and its derivative

are assumed to be zero on a surround de�ning the aperture. When this kind of approach is

adopted to acoustics it yields reasonably accurate resultsfor far �eld scattering. However,

there are cases where the method is imprecise. Therefore, itshould be applied with care.

The Kirchhoff approximation can be introduced by considering a large planar surface

with constant surface impedance across the whole surface. The pressure on the surface

p(rs) can be given according to the de�nition of the pressure re�ection factor with the

following expression:

p(rs) = [ 1+ R(rs)] pi(rs; r0); (2.46)

whereRis the pressure re�ection factor of the surface. This equation is sometimes referred

to as aKirchhoff boundary condition. In case that a surface is totally non-absorbing, the

surface pressure is simply twice the incident sound pressure. On the contrary, on a com-

pletely absorbing surface the surface pressure is just the incident sound pressure. When

solving the surface pressures with the Kirchhoff approximation Eq. (2.46) is substituted

into Eq. (2.44) and the resulting expression is then solved with a straightforward numerical

integration over the front face.

Application of the Kirchhoff approximation requires some further assumptions in addi-

tion to those explained until now. First of all, it is necessary to suppose that the diffusing

surface is thin, since the pressure from sides of the surfaceis neglected. Furthermore, the

surface needs to be assumed large compared to the wavelength. The pressure on the rear of

a panel can then proposed to be zero. When applying the Kirchhoff approximation prob-

lems thus arise when the surface has a signi�cant thickness or is small compared to the

wavelength. This is a case also if the surface has a rapidly changing surface impedance.
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Furthermore, oblique sources and receivers cause troubles.

Methods Applying Further Simpli�cations

If the Kirchhoff boundary conditions are assumed, numerical integration can be further

simpli�ed by applying theFresnell diffraction. The Fresnell diffraction is designed to work

with non-absorbing panels. When applying the Fresnell diffraction, approximations lead to

a solution which includes integration that does not have an analytical solution. In the past

this was overcome by using theFresnell integrals. These integrals are numerical solutions

which are readily available in tables. These days computer power has increased to such an

extent that the Kirchhoff approximation might be used and sothere is only a little point in

using the Fresnel integrals. However, if the speed is at a premium some neat and simple

shortcuts for solving the Fresnell integrals exist. These have been proposed by Rindel [64].

One more simpli�ed method is called theFraunhoferor the Fourier solution method.

This is valid only in the far �eld. The Fraunhofer solution ismost useful when analysing

surfaces which do not have unity re�ection coef�cient. A simpli�ed form of the Fraun-

hofer solution is called also the Fourier theory, since integration in this form is essentially a

Fourier transform.

Finite Element Analysis

The Finite Element Analysis (FEA) [82] uses volumetric meshes instead of surface meshes.

It is much slower than the boundary element modelling when dealing with exterior domain

acoustics problems, such as scattering from diffusing surface. The FEA is advantageous in

�uid and structural motion.

Edge Diffraction Models

Edge diffraction models produce scattering from wedges andsimple shapes. The total �eld

of a plane rigid surface can be seen as a sum of a direct sound, specular re�ections, and

edge diffraction components [77]. As a consequence, it is possible to solve the scattering

problem by integrating over edges present in a diffusely re�ecting surface. If high orders

edge diffraction needs to be considered, the method becomesrather slow. However, ad-

vantageous is that an edge diffraction model leads directlyto a sampled impulse response.

Thus, it is particularly useful when broadband time domain scattering is needed to be com-

puted. It is also feasible if the results are to be integratedinto geometric room acoustics

models.
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Wave Decomposition and Mode-Matching Approaches

If the spatial distribution of a diffusing surface is known,a wave �eld decomposition of

an acoustic wave can be carried out. When this type of theory is applied, it is normal to

assume that the structure of the diffusing surface is periodic. When this assumption has

been made, it is possible to decompose a scattered wave into different diffraction lobes

by using the Fourier decomposition. Then, simultaneous equations into diffraction lobe

scattered amplitudes can be set up and solved.

Mode-matching approaches [75] are particularly powerful when predicting effects of

large arrays of periodic structures. The size of the problemto be solved gets much smaller

than with a BEM model. Wave decomposition and mode-matchingapproaches offer an al-

ternative approach to the boundary element models. The BEMsare, however, more useful

since they can be applied to arbitrary surfaces.

Random Roughness

For large-scale surfaces with small roughness it may be advantageous to use a statistical

approach. In this, the surface is only determined by some shape statistics [11]. When

applying a random roughness model, there needs to be a suf�ciently wide sample of surface

roughness. Otherwise shape statistics do not properly represent the surface.

Among others Cox and D'Antonio [12] and Embrechts et al. [22] have used statistical ap-

proaches to model scattering. Cox and D'Antonio have investigated random rough surfaces

with respect to design of fractal diffusers. Embrechts et al. have been interested in scat-

tering coef�cients from surfaces. Both of these approachesassume the Kirchhoff boundary

conditions. When applying the random roughness models, it is essential that surface gra-

dients are not too steep. Otherwise second and higher order re�ections become important

and the statistical approach breaks down.

Boss Models

Examples of hybrid models are boss models [11], which use a deterministic solution for

scattering from a single element. The distribution of the elements is modelled in a statistical

manner. The best known approach has been developed by Twersky [86]. With the proposed

method it is possible to model high order scattering across all frequencies, both in 2D

and 3D. Up to date versions of the theory enable scattering from different sized bosses.

Problems of the model relate to situations where complex surfaces are represented by a

series of regular-sized bosses.
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2.3.3 Measured Scattering Functions

As mentioned in the beginning of this section, a lack of reliable measured data about diffus-

ing properties of different materials has been a real problem in the �eld of diffuse re�ection

modelling. Surface scattering elements have been used accidentally or by design in rooms

for centuries, but only in recent decades concerted effortshave been made into developing

methods for measuring scattering from these surfaces and into characterising scattering on

the grounds of measurements [14].

In this section some measuring methods are discussed. Also characterisation of diffuse

re�ections with the aid of two different measures: adiffusion coef�cientand ascattering

coef�cient is considered.

Measurement of Scattered Polar Responses

Systems used for measuring re�ections from surfaces have been based on techniques which

use a source to irradiate a test surface, and measurement microphones at radial positions

in front of the surface to record pressure impulse responses. Microphone positions usually

map out a semicircle or a hemisphere. After measuring the pressure impulse responses,

time gating is used to separate the re�ections from the incident sound.

Impulse responses can be measured in various ways. The most common method uses a

Maximum Length Sequence (MLS) signal. Swept sine waves, time delay spectroscopy or

pulses are also possible choices. However, MLS signals are currently the most ef�cient to

be used if time variance and non-linearity are not an issue [14].

With the aid of the described measurement system a polar response of a surface can

be generated. A polar response characterises re�ecting properties of the surface. It tells

designers how a surface re�ects sound. Polar responses contain a large amount of data

since a different polar response is required for each frequency band and for each angle

of incidence [14]. It would be useful, if the scattering could be characterised with single

coef�cients instead of the huge amount of polar data. For this purpose two coef�cients, the

diffusion and the scattering coef�cient, have been developed.

Despite an obvious need to quantify surface diffusion in both computer modelling and

diffuser design, no standard de�nition of the diffusion or the scattering coef�cient, and no

standard method for measuring or predicting such coef�cients existed before year 2001.

However, through co-ordinated efforts of two working groups under International Organi-

sation for Standardisation (ISO) and Audio Engineering Society (AES), basis for scattering

has now been established [1], [2]. As a result, the already mentioned two different mea-

sures, the diffusion coef�cient and the scattering coef�cient, have been introduced with

somewhat different applications [65], [13].
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Diffusion Coef�cient

The diffusion coef�cient (d) aims on condensation of polar data. AES has derived a method

for measuring the diffusion coef�cient of a surface as a function of the angle of incidence

[2], [65]. This method has become the �rst ever international standard3 on characterisation

of surface scattering/diffusion [13].

The diffusion coef�cient measures the quality of re�ections produced by a surface by

measuring similarity between a scattered polar response and a uniform distribution [14].

The diffusion coef�cient can thus be used to characterise the uniformity of scattering from

the surface [65]. The measure is intended mainly for evaluation of quality of sound diffusers

and in situations where it is important to achieve scattered�rst-order re�ections, e.g. in

sound studios [14].

Considerations that led to the proposed diffusion coef�cient have been described in [30].

The diffusion coef�cient is derived from the autocorrelation function of the polar response

measured on a semicircle or a hemisphere. The coef�cient cantake values between 0 and

1. d = 1 means that the polar response is completely uniform [65].

Limitations of the diffusion coef�cient relate to the fact that the measurement method

does not distinguish between surface scattering and edge scattering. Both of these are in-

cluded in the measurement results. For this reason it is important that a test sample is large

enough so that surface effects rather than edge effects are prominent in the scattering when

the method is applied [65].

Scattering Coef�cient

The scattering coef�cient (s) is a measure of the amount of sound scattered away from a

particular direction or distribution [14]. In year 2004, ISO has standardised a measurement

method for a random incidence scattering coef�cient.

In this method the scattering coef�cient is measured in a reverberation chamber [1], [65].

The method is based on an idea proposed by Vorländer and Mommertz [90]. It utilises a

variance of a sound �eld when a test surface is moved [13]. When applying the method,

the scattering coef�cient is de�ned as one minus the ratio between the specularly re�ected

acoustic energy and the total re�ected acoustic energy. When measured in an approximate

diffuse sound �eld, the scattering coef�cient is called therandom-incidence scattering coef-

�cient. Values of this coef�cient can vary between 0 and 1. The scattering coef�cient, mea-

sured with the previously described method, is meant to be used to characterise the degree

of scattering due to roughness or irregularity of the surface. Scattering due to diffraction

from the edges is not included in the coef�cient [65].

3Published in 2001
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The scattering coef�cient has the greatest similarity withcoef�cients required as inputs

to geometric room acoustics models [14]. According to Rindel [65] the scattering coef�-

cient gives the quantity of scattered re�ections, which maybe suf�cient to be used in room

acoustics computer models.

Contrasting Diffusion and Scattering Coef�cients

The scattering coef�cients and the diffusion coef�cientd don't have a direct relationship.

A high value ofd implies thats is also high whereas a high value ofscan be combined with

any value ofd [65]. It would be useful to be able to translate between these coef�cients.

For example Mommertz [55] has forwarded a method where correlation between pressures

scattered from a test sample and a plane surface are utilised. The proposed method allows

the scattering coef�cients to be obtained from polar responses.

2.4 Main Methods of Room Acoustics Modelling

In the previous section, some methods for predicting scattering from diffusely re�ecting

surfaces were presented. Now methods which are commonly used for predicting a response

of an entire room are discussed. Whether presented methods are suitable for modelling scat-

tering/diffuse re�ections is not considered in detail here. Suitability of different methods

for this purpose is discussed in chapters3 and5.

2.4.1 General Issues about Room Acoustics Modelling

A general approach to room acoustics modelling is based on the impulse response (IR) of

a space. Several different methods have been developed for prediction of the room impulse

response (RIR). These methods can be divided into three categories, as depicted in �gure

2.8: 1. Methods based on the concept of a sound ray, 2. Radiosity method, and 3. Methods

that rest on a general solution of the wave equation. Different methods are suitable for

different problems.

Room acoustics modelling can be done for various purposes. For example, when design-

ing new spaces, like concert halls, room acoustics modelling helps to �nd out acoustical

characteristics of a space. From the modelled room impulse response parameters, such as

reverberation time (RT), early decay time (EDT), clarity (C), de�nition (D), center time

(CT), strength (S), lateral energy fraction (LEF), and inter-aural cross-correlation (IACC),

can be de�ned. These parameters characterise acoustics of the modelled space [60].

Sometimes it is desirable that modelled room acoustics can also be listened to. When an

audible result is sought for, RIR modelling can be seen as a part of an auralisation process,
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Figure 2.8: Room acoustics modelling methods.

as illustrated �gure2.9. The term auralisation is normally used in analogy with visualisa-

tion to describe rendering of audible sound �elds [34]. By convolving modelled RIR with

anechoically recorded audio, an audible result is achieved. Modelling of a sound source

and a receiver can be combined to the RIR computation stage. There exist several different

reproduction techniques. These include binaural reproduction through headphones [29],

binaural cross-talk canceled reproduction over loudspeakers [54], [26] and multichannel

loudspeaker reproduction [62], [50]. For dynamic auralisation, the RIR must be updated in

real time. This implies recomputation of the RIR, and interpolation of it in the convolution

process [79].

Source signal

Reproduction matrix

Cross-talk
cancelled
binaural
reproduction

reproduction
MultichannelBinaural

reproduction

IR computation

Convolution

Figure 2.9: Auralisation system [79].
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Choosing suitable modelling methods for predicting a RIR isnot simple. Various things

should be taken into account. First of all, the goal of modelling must be well de�ned. Is the

purpose to model acoustics of a space highly accurately or isit enough that the acoustics

is simulated more approximately? Also, available computational resources and memory

capacities need to be �nd out. Furthermore, properties of anacoustical space which is go-

ing to be modelled should be taken into account. Acoustical spaces include single room

and multi room spaces with simple and complex geometries andboundary conditions. Fur-

thermore, if modelling is done for auralisation purposes itis important to notice that for a

naturally sounding sound, a wide bandwidth is required. Luckily the frequency resolution

of human hearing decreases for higher frequencies. Computational methods should exploit

this characteristic. Furthermore, modelling methods should take an advantage of the fact

that early and late parts of an IR can be modelled separately with different methods. The

late part of the response is usually much more complex, computation-wise, but less impor-

tant perceptually. Perceptual weight is greatest for the direct sound and for the �rst early

re�ections. In practice, it is dif�cult to apply a single method to all cases and to the entire

frequency region. This is true especially when there are high demands on fast processing

[79].

2.4.2 Ray-Based Modelling Methods

Ray-based modelling methods are built on the concept of a sound ray. The sound ray means

a small portion of a spherical wave with a vanishing aperturewhich originates from a certain

point. This sound ray has a well-de�ned direction of propagation and it is subject to the

same laws of propagation as a light ray, despite the fact thatit has a different propagation

velocity. Total energy conveyed by the ray remains constant, provided that the medium

itself does not cause any energy losses. However, the intensity within a diverging bundle of

rays falls as 1=r2, as in every spherical wave, wherer denotes the distance from its origin

[41].

Ray-based modelling methods are grounded on geometrical room acoustics. For exam-

ple, Dalenbäck [16] has de�ned the geometrical room acoustics in the followingway:

The geometrical room acoustics exploits the concept of wavefront4. Common to all

methods based on the geometrical room acoustics is the assumption that an amplitude across

the wavefront varies only slightly. Also, the curvature of the wavefront is supposed to

be substantially larger than the wavelength. Use of the raysis justi�ed by the Fermat's

principle, which states that in the case of homogeneous, isotropic media, sound travels by

the shortest path which is possible [61], [16]. Furthermore, the geometrical room acoustics

4The concept of wavefront has been explained in subsection2.1.3.
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rests on the Huygens principle. According to this, a new wavefront can be constructed by

placing elementary sources along the previous wavefront [16].

According to Dalenbäck, there exists also a variant of the geometrical room acoustics.

In this, a more practically oriented approach, the Huygens principle is not used [16]. As

a consequence, when applying this approach, the phase of a sound signal is not allowed

to be taken into account. Furthermore, all surfaces must be large in comparison to the

wavelengths of interest [15]. The surfaces must be smooth and have low absorption factors

in order to render sound rays distinctly [6]. In addition, locally reacting surfaces need to

be assumed. This is supposed because the sound ray must be affected only by surface

absorption at the point of impact. Furthermore, the phase ofa surface re�ection factor

should be neglected. In basic solutions, point sources are used. Sound sources must be

placed far from the re�ecting surfaces. This last constraint follows from requirements of

the wavefront curvature [61], [16]. The sound signals need to be assumed to be wideband

signals. Wave-related phenomena, such as interference, are not accounted for [15]. Because

power summation of elementary ray contributions is used, incoherent impulses must be

assumed [41].

Well-known ray-based, and thus also geometrical room acoustics -based, modelling meth-

ods are image-source method (ISM), ray tracing, hybrid methods and cone-/beam-tracing

method. These are considered next in separate subsections.

Image Source Method

The image source method (ISM) is one of the most common ray-based modelling methods.

Allen et al. [4] have shown that the image source solution gives an exactly correct solution

for a rectangular room with rigid walls. According to Svensson et al. [79], image source

presentation can ful�ll the boundary conditions exactly, if two semi-in�nite planes are con-

nected so that the interior corner that is constructed has anangle of 180, 90, 60, 45, 36, ...

degrees, and if the walls are either rigid or ideally soft. However, in reality, image sources

complemented by edge sources give a correct solution for a non-rectangular room with �at

rigid walls [78].

The concept of image sources has been applied to various �eldproblems in electromag-

netic and acoustic wave propagation. It has been extended toarbitrary geometries with

plane walls, and a number of papers, [28], [4], [8], [46], [35], [76], among others, have

applied this to room acoustics. The concept is based on the principle that a source can be

represented by a source and so-called image sources that radiate in a free space. In other

words, the source is re�ected against all surfaces in a room in order to �nd re�ection paths

from the sound source to a listener. The principle is illustrated in �gure2.10.

After �nding the image sources, a visibility check and obstruction tests must be per-
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Figure 2.10: Creating an image source.

formed [79]. In the visibility check it is examined that each image source can be seen

through a re�ecting plane as depicted in �gure2.11. A re�ection point must thus be in-

side a �nite plane. The obstruction test is done by forming anactual re�ection path and by

checking that it does not intersect any surface in the room. Also this is illustrated in �gure

2.11. Noteworthy is, that image sources are not dependent on the listener's position and

only the visibility of each image source may change when the listener moves [69]. Bound-

ary conditions of the walls are ful�lled at positions in a free space that represent the walls.

The amplitudes of the image sources are adjusted at these points accordingly [79].

a) b)

Source Image source

Reflecting boundary

Reflecting boundary

Receiver

Travelling sound ray

Figure 2.11: a) Region where the listener must be for the image source to be visible [8]. b)

Balcony obstructing the sound [8].

All possible sound re�ection paths should be discovered in order to model an ideal IR.

An advantage of the ISM is that it really �nds all the paths. However, computational re-

quirements are such that only a set of early re�ections can befound in practice. Maximum

achievable order of re�ections depends on a room geometry and on available computation

capacity [69].
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When applied to dynamic situations, use of the ISM causes themodelled sound �eld to

be discontinuous. One re�ection will suddenly disappear oremerge every time the receiver

passes a zone boundary. This is one of the signs that the ISM isan approximation, even if

it is asymptotically correct for high frequencies [79]. Another big drawback of the image

source concept is that it can not handle diffuse re�ections/surface scattering [69].

Ray Tracing

Another well-known ray-based algorithm for simulating high-frequency behaviour of an

acoustic space is the ray tracing (See [36], [37], [20], [38], [88], [47], for example). It

applies Monte Carlo simulation to sample re�ection paths and gives thus a statistical result.

By the ray tracing also higher order re�ections can be searched for. However, there is no

guarantee that all paths will be found [69].

There are several variations of the algorithm. In the basic solution sound rays emitted by

a sound source are re�ected at surfaces according to certainrules. The listener keeps track

of which rays have penetrated it as audible re�ections. A specular re�ection is the most

common re�ection rule [69]. More advanced methods which include some diffusion to the

algorithm have also been developed, and are discussed in detail in section3.1.

In the ray tracing the listeners are typically modelled as volumetric objects, like spheres

or cubes, but the listener may also be planar. The listener can be of any shape in theory as

long as there are enough rays to penetrate the listener to achieve statistically valid results.

The sphere is in most cases the best choice. It provides an omnidirectional sensitivity

pattern and is also easy to implement [69].

Hybrid Methods

The hybrid methods combine the ISM and the ray tracing. The method presented by Vor-

länder et al. [89] is an example of these kind of approaches. The hybrid methods are based

on an arrangement where the �rst re�ections are computed with the image sources whereas

the late re�ections are handled by the ray tracing. Such an approach guarantees that the

accuracy of the ISM is exploited for the early part of a response whereas at the same time

exponential growth of the number of image sources is avoided[69].

Beam/Cone Tracing

The beam tracing has evolved from the ray tracing. As in the ray tracing, a number of rays

are emitted from the source. Adjacent rays are treated as constructing a beam, a cut-out of

a wavefront. Each ray is checked for plane-hits and a hit withone of the �nite re�ection

planes causes a specular re�ection of the ray. New children rays are generated when two
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adjacent rays hit different walls. The incident beam is thussplit-up into two re-radiated

beams. Whenever a receiver is inside one of the beams, a hit isregistered. Such a hit

represents a valid image source [79] .

Early versions of the beam tracing were approximate. They used just single rays, as in the

ray tracing, with attached circular (cone tracing) or triangular (beam tracing) cross-sections

that were growing along the propagation [74], [25]. When the beams hit an edge, no split-up

was performed. Split-up has been later explored in [19] and [85], for example.

The beam/cone tracing algorithm is more ef�cient for �ndingallowed image sources than

the classical ISM. However, even larger computational gains can be achieved by subdividing

a volume into sub-domains, as have been done in [5] and [69], for example.

2.4.3 Radiosity Method

The radiosity method has been used for a long time in studies of heat and light radiation, and

also in computer graphics. Application of this method and developments to room acoustics

have been described in the following papers: [40], [45], [24], for example. The radios-

ity method belongs to the methods which are based on the geometrical room acoustics.

However, at some points, the radiosity differs from conventional ray-based methods and

can be, for this reason, classi�ed to its own category and considered in its own subsection

here. The method is based on the assumption of Lambertian diffuse surfaces. Svensson and

Kristianssen [79] have introduced the radiosity in the following way:

The radiosity method is very closely related to the ray tracing. However, instead of

launching a large number of rays and letting them sample boundary surfaces, the radiosity

method divides boundaries into smaller elements. After this subdivision the rays are sent

between these prede�ned surface elements. Contribution strengths, which are calledform

factors, are computed for each element-to-element combination. Intensities, incident on

each element can be described by an integral equation as a sumof the contributions from

all other elements and from the original source.

The integral equation for a discretised model5 can be expressed in connection of the

radiosity method as

Ii(t) = I0! i(t) + å
j : j6= i

mj ! is j I j

�
t �

r j ! i

c

�
DSj ; (2.47)

whereIi(t) is the incident sound intensity at elementi at timet, I0! i(t) is the contribution

straight from a source at that time at elementi, mj ! i is the form factor between elements

j andi , which can be expressed for completely diffusely re�ectingwalls according to the

5Compare to Eqs. (2.42) and (2.43.) presented already in subsection2.3.1.
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Lambert's law:

mj ! i =
cosqi cosq j

pr2
j! i

; (2.48)

s j is the re�ection coef�cient,I j (t � r j ! i
c ) is the contribution from a single surface element

j, t is the time,c is the velocity of sound,r j ! i is the distance between sending (j) and

receiving (i) element,DSj is the area ofjth surface element,q j is the angle of a sound

ray which irradiates from the surface elementj andqi is the angle of the sound ray which

illuminates the surface elementi.

When applying the radiosity method, surface elements need not to be smaller than a

wavelength. They merely need to be small enough so that the form factor doesn't vary

too much across the elements. The basic formulations such asthe Lambert's diffusion

indicated by Eq. (2.48) assume that reradiation angle is independent of the incidence angle

[79]. In order to include specular re�ections as well as diffusere�ections, more complicated

relationships are possible and also necessary [87]. Furthermore, in the radiosity, intensity

at a surface is assumed to be the same as in an incident ray. This is the Kirchhoff diffraction

approximation6. In reality this is true only for an element which is part of a large surface.

As a consequence of edge diffraction, surroundings of each element modify sound �eld at

the surface. More complicated form factors could, in principle, take such an effect into

account. The form factors would then be frequency dependent[79].

2.4.4 Wave-Based Methods

Wave-based methods are grounded on the general solution of the wave equation. Analytic

solutions for the wave equation are available only for very few simple cases. Therefore,

usually, numerical methods must be applied. Numerical solution methods either divide the

boundary which surrounds a space into surface elements or divide the space into volume

elements. Since computational efforts increase rapidly with increasing bandwidth, these

methods are primarily used only for the low-frequency range[79].

Computational perspective is not the only one which supports the use of the general

solution of the wave equation only for the low-frequency range. As mentioned already in

the beginning of this section, the frequency resolution of human hearing decreases at high

frequencies. As a consequence, detailed interference patterns can not be anymore perceived

at that frequency range. The general solution offers a detailed sound �eld. As a result of the

aforementioned characteristics of human hearing, such a detailed solution would, however,

be useless at high frequencies. This is true at least as long as the sound �eld contains several

interfering components. For this reason, the general solution for the low-frequency range

6See subsection2.3.2.
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combined with other approximate methods for mid-to-high frequency range makes sense

[79]. Such an approach has been applied in [81] and [7], for example.

Surface Element Methods

Some surface element methods were considered already in subsection2.3.2in context of

predicting scattering from a single diffusely re�ecting wall. Here the surface element meth-

ods are discussed from the room impulse response predictionpoint of view.

In all surface element methods a surface is subdivided into elements. These elements

typically need to be smaller than approximately 1/8 of a wavelength. An advantage of the

surface element methods is that open space needs no special considerations [79]. Conven-

tionally surface element formulations for room acoustics modelling have been determined

in the frequency domain, but there exist also some time domain solutions. These have been

presented by Tanaka et al. [83] and Svensson et al. [80], for example.

In terms of contributions from sound pressure and normal particle velocity on boundary

surface of a modelled space the KHIE gives the sound �eld in aninterior or exterior space.

This is exploited by the BEM, the most common of the surface element methods. In room

acoustics modelling the BEM can be understood as a method which gives a numerical

solution of the KHIE [79].

There is some similarity between the surface element methods and the radiosity method.

Important point to notice is, however, that in the radiositythe computed quantity is intensity,

averaged over elements that are large compared to a wavelength. On the contrary, in the

surface element methods, surface elements must be smaller than the wavelength. Quantities

that are computed are sound pressure and particle velocity [79].

Volume Element Methods

A number of numerical methods which subdivide an air volume into volume elements have

been developed for solving the wave equation. In subsection2.3.2the application of these

kind of approaches for predicting scattering from a single diffusely re�ecting wall was al-

ready shortly discussed. It was mentioned that these methods are much slower than for

example BEM and that they are most suitable for modelling �uid and structural motion.

Anyway, the volume element methods are quite popular in the �eld of room acoustics mod-

elling.

Also, when applying the volume element methods, it is important that the elements are

small enough. 6-10 or even more elements per wavelength are needed. Arbitrary partial

differential equations can be handled by several of the methods. This means that including

medium losses, non-linearities, and other phenomena is straightforward [79].
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Modelling of open spaces is a speci�c problem for the volume element methods. Late

research has put much effort into developing absorbing boundary conditions so that an open-

ended air volume could be truncated and modelled with such boundary conditions [79].

Examples of the volume element methods are Finite Element Method (FEM) [91], Finite

Difference Method in Time Domain (FDTD) [10], Digital Waveguide Method (DWM) [73],

and Transmission Line Method (TLM) [33]. A good overview of volume element methods

can be found from [70], for example.



Chapter 3

Modelling Diffuse Re�ections

Diffuse re�ections have been modelled in several ways in room acoustics. In reality a

diffuse re�ection from a wall is highly complicated and for this reason methods applied

until now have been forced to make more or less crude simpli�cations in the prediction.

When the intention is to predict a wideband response, wave-based prediction methods can

not normally be utilised due to computational limitations,not at least for the whole band.

Therefore, physically-based prediction of a RIR, and so also prediction of the diffused part

of the response, is often forced to apply ray-based or radiosity methods. In addition, in cases

where accuracy of the modelling result is not highly critical, perceptually-based approaches

can be utilised.

In this chapter, some modelling methods applied to diffuse re�ections are described in

detail. The �rst three sections present physically-based approaches which are meant to be

used in the prediction of acoustical characteristics of a real space. Presented models apply

ray-based methods and radiosity. Section3.4 presents a method which utilises Schroeder

diffusers to build up an audio scene. In section3.5a perceptually-based approach, originally

meant to be used for modelling a virtual reference listeningroom, is introduced.

3.1 Methods Based on Ray Tracing

Introduction of sound diffusion into the ray tracing in the room acoustics modelling is not

a new thing. Among the �rst suggestions has been a method presented by Kuttruff [39].

In this method each ray hitting a diffusing surface is re�ected in a random direction given

by a generation of two random angles. Re�ections are done in such a way that the whole

process creates a Lambert's cosine distribution of the re�ected intensity [21].

The method proposed by Kuttruff [39] can be applied also to partially diffusing walls.

The partially diffusing walls re�ect a given fraction of re�ected energy diffusely and the

37
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remainder specularly. However, in this connection a third random number, which is com-

prised between 0 and 1, is needed to control the amount of energy re�ected diffusely. If this

number is smaller than the scattering coef�cient, re�ection of a ray is diffuse. In the other

case it is specular [21].

Several authors [39], [31], [43], [27] have applied the randomised ray tracing model.

Common to all these approaches is that they are relatively easy to implement. Elaborate

corrections which are needed, for example, in approaches based on the approximate cone

or beam tracing [17], [74] are avoided. Furthermore, models based on the randomised

ray tracing are able to handle all orders of mixed (specular and diffuse) re�ections. The

main disadvantage of these methods is the great number of rays required for computation

of detailed responses [17]. Typically 100000 rays are needed. Furthermore, the ray tracing

process has to be repeated for each frequency band [43], [17], [89]. This is required since

scattering of rays depends on the value of the scattering coef�cient, which itself depends on

the frequency.

Broadband Diffusion Model for Ray Tracing Algorithms

Among others Embrechts [21] has considered the problem of frequency dependence of

sound diffusion. He has described an implementation of randomised ray tracing model

which computes all frequency components simultaneously. With the proposed method, rep-

etition of the algorithm for each different value of the scattering coef�cient is thus avoided.

Embrechts' proposal is introduced next.

Embrechts applied his method on an algorithm suggested earlier in [20]. The proposed

method is not, however, restricted to this speci�c algorithm. It can be used in any process

based on the same general principles of randomised ray tracing. The general framework of

the randomised ray tracing algorithm need not to be changed.Embrechts' algorithm does

not require any particular assumption on a decay time. Also,it handles any combination of

specular and diffuse re�ections.

The method is based on a particular coef�cient called asplitting coef�cient, g, which con-

trols sequences of consecutive diffuse and specular re�ections. This coef�cient is de�ned

for each surface. The value of this coef�cient is chosen independently of the scattering co-

ef�cient. The value does not depend on the frequency. The actual modelling process with

the proposed method can start after de�nition of the splitting coef�cient. For each ray hit-

ting a diffusing surface a random numberX is generated. IfX � g, the re�ection is diffuse.

In reversed situation the re�ection is specular.

Next, the following expression is exploited. In case of a partially diffusing surface, the

expectation value of averaged squared RMS pressurehp̂2
sci on a surface receiverDRcan be
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expressed as follows for a single frequency band:

hp̂2
sci = sp2

di f (DR) + ( 1� s)p2
spec(DR); (3.1)

wheres is the scattering coef�cient,pdi f is the sound pressure obtained for totally diffusing

surfaces, andpspec is the sound pressure obtained for totally specularly re�ective surfaces.

Now, in the proposed broadband method, the scattering coef�cient s in Eq. (3.1) is

replaced by the splitting coef�cientg in all frequency bands. Ray tracing procedure is

executed for all frequency bands simultaneously and duringthis procedure the energy of a

sound ray is corrected at all frequenciesf by a factors( f )=g if the re�ection is diffuse, and

by a factor(1� s( f ))=(1� g) if it is specular.

According to Embrechts, the proposed energy compensation is valid in theory. However,

he noticed that in reality it is not totally trouble-free. When applying the method, statis-

tical errors of computed results increase for the same number of sound rays compared to

the traditional ray tracing methods which compute frequency bands separately. In order

to compensate this, a greater number of rays are needed. Thisin turn requires a greater

computing time and the bene�t of a single pass is then lost.

In order to preserve the ef�ciency of the algorithm, an appropriate control of the splitting

coef�cient is necessary. After analysing how different choices of the splitting coef�cient

in�uence on the ray tracing process, Embrechts proposes a compromise where the splitting

coef�cient is set to an average value of the scattering coef�cients of all frequencies. Another

suggestion is to use a formal expression for computing an optimal value for the splitting

coef�cient. When applying formal expressions a new value should be computed at each

re�ection of the sound ray.

Embrechts proposes also further improvements to the algorithm. According to him, a still

more ef�cient algorithm could take an advantage of differences observed in reverberation

times as a function of frequency. Because very long rays are useful only in octave bands

where the reverberation time is long, the adaptation process of the splitting coef�cient could

take this into account. In addition, differences in statistical errors among frequency bands

could be exploited. Naturally, it does not make sense to spend more computing efforts

for a particular frequency band where required accuracy is obtained with less rays than in

other frequency bands. Modi�cation of the splitting coef�cient could be used to progres-

sively concentrate efforts in the frequency bands which require more rays. A drawback of

the aforementioned procedure is, however, that now statistical errors need to be evaluated

periodically in all bands.
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3.2 Combining Beam Tracing and Radiosity

An example of approaches based on the beam tracing is Lewers suggestion which utilises

advantages of the image source method, the ray tracing, and the radiosity [48]. This method

combines two different methods, the beam tracing and the radiosity. Basic ideas behind the

beam tracing and the radiosity method have already been introduced in section2.4. Here

the way how Lewers applied these methods is discussed.

As mentioned already in section2.4, the beam tracing �nds image sources very quickly.

However, it alone is not adequate for modelling spaces with diffusely re�ecting boundaries,

because it can not produce a diffuse sound �eld. In situations where surfaces are diffusely

re�ecting, decays obtained with the beam tracing are unrealistic. Lewers solved this prob-

lem by combining two methods. In his approach specular re�ections are formed with the

beam tracing approach while diffused part is predicted withthe radiosity.

Figure 3.1: In Lewers' model for diffuse re�ections surfaces and receivers are presented

with nodes in a network [48].

At the time Lewers introduced his diffusion model, a suggestion for the use of this kind

of approach in acoustic models had already came from Moore [56]1. Therefore, the idea of

using the radiosity model in room acoustics prediction wasn't new. However, the novelty

of Lewers' method was the idea to combine the beam tracing andthe radiosity methods.

Because the interest here and in this thesis is on ways of modelling the diffused part of

a response, characteristics of Lewers' version of triangular beam tracing algorithm are not

considered further here. Interested readers can turn to [48]. Instead, the diffusion model is

presented in detail.

1According to Lewers [48]
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Proposed Diffusion Model

In the Lewers' radiosity-based method surfaces are replaced with nodes and sound paths

with lines forming a network as depicted in �gure3.1. The energy which moves between the

nodes depends on form factors between pairs of surfaces. Before Lewers' diffusion model

can be applied, the scattering coef�cient,s, needs to be de�ned for each surface within a

room. Specularly re�ected energy is now reduced not only by(1� a) by absorption but

also by(1� s) by diffusion. The energy removed from the model by diffusionis stored in

plane impulse responses. A plane impulse response is an array associated with each surface

where every time bin stores the energy that has arrived within its time period.

In the beam tracing beams emanate from a source with a powerPs. These beams are

re�ected across a surface with an absorption coef�cienta, forming an image with a power

Pi = Ps(1� a): (3.2)

At a distancer from the image, receivers receive the intensityI :

I =
Pi

4pr2 : (3.3)

A plane impulse response stores now the energyE:

E =
sAiPi

4pr2 ; (3.4)

whereAi is a cross-sectional area of the beam andr is the length of a beam axis as it hits

the surface. The diffuse model disseminates total energy received by the surface in a period

of a time bin through the network. A surface intensityI � can be now expressed as

I � =
E
Ai

: (3.5)

The diffuse model is applied after the specularly re�ectingprocess has ended. At this

point diffuse energy resides in the plane impulse responses. When the energy is driven

through the network, processing starts with the �rst time bin for the �rst surface. It con-

tinues with the �rst time bin for the second surface and then for the remaining surfaces.

After this, the algorithm moves on with the second time bin for the �rst surface and so on.

The amount of energy which moves from one surface to another depends on the plane form

factors between the surfaces. The energy acquired by receivers depends on the distance and

on listener's angle of incidence to the surface.

The plane form factormj ! i tells the fraction of energy which is diffusely emitted froma

surfacej and reached at a surfacei. According to Lewers, Moore [56] has de�ned the plane

form factor in the following way2:

mj ! i =
1

Aes

Z

Aes

Z

Ars

cosq j cosqi

pr2
j! i

dAesdArs: (3.6)

2Compare to equation (2.48) in subsection2.4.3.
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In the previous expressionAes is the area of the emitting surface,Ars is the area of the

receiving surface,r j ! i is the length of a line joining two elemental areas, andq j andqi

are angles formed by this line and respective normals. Sincefor most pairs of the planes

there is no analytic solution to the previous equation, Lewers used the following discrete

approximation:

mj ! i =
DWiDAes

Aesp
å
g

å
h

cosq j(g;h) : (3.7)

The variables of the previous expression are de�ned during the following process:

Each surfacei is examined in turn. Over each surface a rectangular grid is generated,

forming areasDAes. g is the number of grid nodes on the surface. From each grid nodea

hemisphere ofh triangular beams is emitted. Each beam encloses a solid angle DWi. Usual

ray tracing process is used to �nd a surfacej each beam hits. The length of a central ray

and a sum of cosq j(g;h) terms is recorded.

As mentioned already, the radiosity technique has been usedtraditionally in computer

models for the behaviour of light. In this connection the time aspect of an arrival of energy

has not been concerned. On the contrary, room acoustical analysis depends on the time of

arrival of the energy. A line which joins two surfaces variesin length. This length depends

on a point at which the line meets each surface. Hence, the sound energy varies in length

of time it takes to travel from one surface to another. This variation depends on the path.

When computing the plane form factors a range of distances from one surface to another

is obtained. According to Lewers this can be expressed in a frequency distribution table

which can be simpli�ed again into a polynomial function in the following way:

An array records the number of times a line of a particular length occurs between each

pair of surfaces. Next, an array of 100 numbers is computed such that each integer distance

is represented with a frequency that it occurred during the computation. Every time an

energy moves from surface to surface, a random numberX between 1 and 100 is generated

in order to �nd the distance between surfaces. The distance will be theXth term of this array.

By compressing the array of 100 integers for each surface pair into a four-term polynomial,

the amount of computer memory the process requires can be reduced. According to Lewers

this can be done by applying the method of least squares.

As Lewers' diffusion algorithm proceeds, energy is absorbed by surfaces in usual way as

it moves around the network. It is important to notice that each receiver must be irradiated

for every time bin and for every surface. As mentioned, this method creates a model for

diffuse re�ections. So, it represents a completely diffuse�eld. Energy density per unit solid

angle in such a �eld is uniform in all directions [15]:

¶I
¶qr

=
wc
4p

: (3.8)
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In the previous expressionI is the intensity,qr is the angle between a surface normal and a

line joining a receiver to the surface,w is the energy density, andc is the velocity of sound.

According to Lewers, if a surface intensityI � of an emitting surface with areaSis wcand a

solid angle presented by this surface to a receiving point ata distancer is

W=
Scosqr

r
; (3.9)

andqr is an angle between the surface normal and the line joining the receiver to the surface,

then the intensity at the receiver is

IR =
I � Aviscosqr

4pr2 ; (3.10)

whereAvis is the area of the surface visible from the receiver.

The angle that is made by a line which presents the path along which the sound energy

travels when leaving a diffusing surface and the length of a path from the surface to a

receiver is needed by Eq. (3.9). In Lewers' solution both of these variables are subjected

to the same treatment which was used in context of establishing distribution of lengths

between the surfaces. At each receiving position a spherical source of triangular beams is

placed. For �nding the surfaces the beams hit, usual beam tracing process is executed. The

lengths and the angles are converted with the aid of the frequency distribution technique to

polynomials in a way explained before. Each time bin is examined and a random number

determines for each receiver the value of cosqr andr.

At the time Lewers proposed his method, �nding the form factors and the lengths was a

time-consuming process. For this reason preprocessing wasrequired. However, when pre-

processing was applied, the proposed diffuse model run according to Lewers very quickly.

One reason for this is that with the proposed method it is not necessary to search for re�ect-

ing planes. Furthermore, in this model no decision is required when to �nish the specular

model and when to start the diffuse model. As time progressesafter the sound leaves a

source, the proportion of energy in the specular model decreases. At the same time that in

the diffuse model increases. According to Lewers the need for an arbitrary reverberant tail

can thus be replaced by this technique when computing an impulse response.

3.3 Approach Based on the Approximate Cone Tracing

An example of models based on the approximate cone tracing isDalenbäck's suggestion

which treats specular and diffuse re�ections in an uni�ed way [17]. The proposed method

handles diffuse re�ections by a split up of cones incident ondiffusing surfaces. The term

approximateis used since instead of an actual cone face only a centre ray is traced.
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In the proposed model the approximate cone tracing is implemented as the ray tracing

with a spherical receiver. A radius of the receiver is continuously increased to match the

density of primary rays on a sphere described by the rays if they were allowed to extend

unrestrictedly. With this kind of approach the spatial accuracy can be made very high for

the early part of a response whilst accuracy for a late part can be gradually decreased.

According to Dalenbäck, the terms cone and ray tracing can beused almost interchange-

ably in context of approximate cone tracing. These methods differ only in the way how rays

are detected and weighted at the receiver. Specular cone tracing presents several compu-

tational dif�culties. However, because the interest here is on modelling diffuse re�ections,

problems of specular cone tracing are not considered further. On contrary, treatment of

diffuse re�ections is discussed.

General Principles

In order to model diffuse re�ections, each diffusing surface is divided into square-shaped

patches that act as receivers for an incident energy and later serve as secondary sources.

According to Dalenbäck, all cones originating from an active source that encounter a par-

ticular patch, can be represented by a single secondary source if a time delay and a level of

each contribution is preserved. As a consequence, in the proposed algorithm, each ray that

strikes a diffusing surface creates a new source that spawnsa set of secondary rays. Each

of these rays continues as any other ray but from a new origin.This process continues until

a response is saturated.

Dalenbäck's algorithm is multipass. This means that each pass creates specular-only re-

sponses while energy to be diffusely re�ected is recorded atpatches where re�ections occur.

In the �rst pass only the primary source is active. In the second pass, the patches act as sec-

ondary sources giving one specular-only response from eachpatch. In the second pass the

fraction to be diffusely re�ected is again recorded at the patches to be used for subsequent

pass. This same process is then repeated. In the second and higher passes specular-only

responses originate from the secondary sources and therefore consist of diffuse re�ections,

or, more precisely, re�ections that have encountered a diffusing surface at least once.

Ray Split-up

The general idea of the algorithm is illustrated in Fig.3.2. Ray split-up can be explained

accurately as follows:

First, some symbols have to be introduced. An arbitrary number of sequential specular

re�ections is denoted byRs
l (l � 0). Rd denotes re�ection from a diffusing surface. For all

surfaces two octave band dependent factors are assigned: the absorption coef�cienta, and
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Figure 3.2: Ray split-up in the proposed algorithm [17]. s and d : Specular and diffuse

re�ection combinations to be included, S: Specular re�ections treated during current or

previous passes, D: Diffuse re�ections recorded to the primary lists during the current or

the previous passes.

the scattering coef�cients. The ray split-up itself proceeds in the following way:

At �rst the square-shaped surface patches are placed on all surfaces wheres6= 0. When

a primary ray encounters a patch, the patch records the arrival time and an octave band

spectrum of the diffused part in a list of re�ections associated with the patch, referred to as

aprimary list. When all primary rays have been traced, most surface patches have recorded

a list of re�ections, representingRs
l � Rd re�ections.

Next, by using the method described above for the specular re�ections, all patches are

run through in turn. The centre of each patch functions as a small secondary source sending

out n secondary rays. Power carried out by each ray is weighted according to the diffuse

re�ection model assigned to the surface. When the ray encounters a receiver, not just one

re�ection, but the whole list of re�ections associated withthe patch acts now as a diffuse

source and is so added to the response. Similarly, each time asecondary ray encounters

a diffusing surface patch, the whole primary list is adjusted by s(1� a) and recorded in a

second list associated with this patch, referred to as asecondary list.

When the second pass, covering all patches, is complete, secondary re�ection lists that
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correspond toRs
l � Rd � Rs

l � Rd re�ections, are associated with the patches. Old primary

lists are now discarded and the secondary lists serve as new primary lists. It is possible

that l is zero, so thatRd � Rs
l � Rd, Rs

l � Rd � Rd, andRd � Rd combinations are registered

during the second pass. All re�ection combinations, which have been introduced in �gure

3.3, can thus be modelled with this method. Next, the same process is repeated with the

following pass. This creates a new set of secondary lists forRs
l � Rd � Rs

l � Rd � Rs
l � Rd

combinations. The processing may continue until details considered necessary are achieved.

In each pass the rays carrying the specular portion of the re�ected power are traced to the

full length of the response.

D D

D

D

S

S

S

S

Source Source

Source Source

S = Specularly re
ecting surface
D = Di�usely re
ecting surface

Figure 3.3: Four possible re�ection combinations [17].

Ray direction randomisation is applied for diffuse re�ections in the �nal pass. Energy

recorded at the patches would otherwise be lost. During thispass no secondary lists need

to be recorded and processing is therefore faster. According to Dalenbäck, for most appli-

cations, including auralisation, one diffuse pass seems tobe adequate since even with this

simpli�cation the re�ection density is very high. Prediction time is then also short enough

for the processing to be done on a personal computer.
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Important Characteristics of the Algorithm

In the proposed algorithm the manner in which the secondary rays are sent out from a

patch is not affected by the angle the incident ray is recorded (the Lambert's law). As long

as the arrival time and the power carried by each recorded incident ray are preserved, a

single secondary source can function for the whole list of impulses associated with a patch.

Time consuming geometrical computations are thus greatly reduced. The algorithm is most

ef�cient if the applied diffusion model follows the Lambert's law. It is, however, possible

to use also an incidence angle dependent diffusion models, if angles of incidence along

with strengths are stored in lists. For each surface, or for apart of each surface, a different

diffusion model can be assigned.

Furthermore, according to Dalenbäck, the algorithm is computationally more ef�cient

than a direct implementation of a ray split-up algorithm. Each new pass requires only a

time proportional tonpn, wherenp is the total number of nonempty patches.

The proposed implementation is designed especially to meetspeci�c requirements of

auralisation. Split-up of cones creates an incomputable number of weak diffuse re�ections

resulting in a very smooth late decay.

Further Improvements

Dalenbäck has also suggested some further re�nements to hisalgorithm. First of all, in

order to maintain high accuracy for early diffuse re�ections without excessively increasing

the computation time, a nominal number of secondary rays could be computed to give the

same cone face area at truncation time as the primary rays. This would lead to a situation

where early excited patches create secondary sources that use a high number of rays. The

algorithm could be economised further by decreasing the number of secondary rays from

nominal number in proportion to the importance of the secondary source. The number of

rays could be multiplied by a factor proportional tos(1� a). This would give the lowest

reduction in accuracy for hard surfaces with strong diffusion. Furthermore, also the patch

density could be made dependent on the same factor. High density would be given for hard

surfaces with strong diffusion. The algorithm could thus bemade adaptive to properties of

each speci�c environment.

Further improvements of the algorithm could also include the possibility to determine a

time dependent criterion so that a ray could be safely neglected when its energy has dropped

below a certain level. For this purpose the expected number of re�ections from a speci�c

primary or secondary source should be speci�ed. However, inthis connection it is important

to notice that even if the energy of a certain ray no longer cancontribute signi�cantly to

the response, it has to be traced to its full length and registered at all receiver positions.
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Otherwise extrapolation does not work properly.

3.4 Utilising Schroeder Diffusers in 2D

One more example of modelling methods which combine two different approaches is Mar-

tin et al.'s [52] suggestion which is designed for simulation of diffused early re�ections.

The proposed method uses a combination of phenomenologicalmodels of re�ection with

physical models of components of Schroeder diffusers. The implemented algorithm incor-

porates both specular and diffused components with a relationship controlled by the end

user. The modelling in the proposed method is restricted to 2D geometry.

The system described by Martin et al. [52] was a prototype module that was planned as

an addition to the sceneBuilder software/hardware packagewhich has been developed at

the Multichannel Audio Research Laboratory (MARLab) at McGill University [63], [51].

The system was designed to model a recording environment andcan be understood as a

kind of reverberation engine.

In the proposed system specular and diffused components of re�ections are modelled in-

dependently and combined afterwards in a mixing process. Methods for computing direc-

tivities of source and receiver are also suggested, but not discussed here. Specular re�ection

components are designed with ISM.

As mentioned, the proposed method utilises physical modelsof components of Schroeder

diffusers for diffused part of a response. In order to understand the method, the concept of

Schroeder diffusers needs to be familiar. Martin et al. [52] have explained it in the following

way. Schroeder diffusers have been considered in detail also in [41], for example.

Schroeder Diffusers

In 1979 Schroeder introduced a new system labeled aquadratic residue diffuser[72], a

system which has been afterwards called also the Schroeder diffuser. Since its invention

this device has been widely accepted as one of the de facto standards for easily creating

diffusive surfaces with predictable characteristics.

The idea behind the Schroeder diffusor is to build a �at re�ective surface with a varying

computed local acoustic impedance. This can be accomplished by using series of wells of

various speci�c depths. These wells are arranged in a periodic sequence based on residues

of a quadratic function as

sn = n2; mod(M): (3.11)

In the previous expressionsn is a sequence of relative depths of the wells,n is a number in

the sequence of non-negative consecutive integers {0,1,2,3, ...} denoting the well number,
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andM is a non-negative odd prime number. Thin dividers separate these wells ensuring that

each is a discrete quarter wavelength resonator. A relationship between the relative valuesn

and the design wavelengthl 0 of the diffusor determines an actual depthdn of each of the

wells:

dn =
l 0

2M
: (3.12)

The width of the wells determines the highest frequency affected by the structure. The

width should be constant and less than one quarter of the design wavelength.

The sequence of the wells results in an apparently �at re�ecting surface with a varying

periodic impedance corresponding to the impedance at the mouth of each well. This kind

of surface has an interesting property that, for a frequencyband typically within one half

octave on either side of the design frequency, re�ections will be scattered to propagate along

predictable angles with very small differences in relativeamplitude. According to Martin et

al., each of the wells in a quadratic residue diffuser can be simpli�ed to a quarter wavelength

resonator consisting of a circular pipe which is open on one end and terminated by a known

impedance at the other end.

When considering the situation from outside of the pipe, impedanceZn at the entrance of

the pipe, which is closed on the opposite end from the point ofview, can be expressed as:

Zn =
r 0c
sn

zd + i r 0c
sn

tan(kdn)
r 0c
sn

+ izd tan(kdn)
; (3.13)

wherer 0 is the volume density of the air,c is the velocity of sound in the air,zd is the

acoustic impedance of a cap at the closed end of the pipe,sn anddn have been explained

already, andk is the wave number.

Modelling Diffuse Part of a Response

After explanation of the basic ideas behind the concept of the Schroeder diffuser, the sug-

gested modelling method for diffused part of the early response is now presented:

Martin et al. have exploited in their method the same abilities of diffused components

which have been utilised also by several other methods described before in this chapter. One

of these is that, in the case of diffused components, each re�ection point along a surface

can be considered to be a new and independent sound source. Each of these points is

thus a modi�ed copy of the original sound source. Sound levels on these points depend

on the sound level of the sound source and its distance3 from the re�ection points. As a

consequence, the gain of each individual discrete component in the diffused re�ection is a

product of the gain applied to the sound source to determine its level at a point of re�ection

3And orientation, source directivity functions take care ofthis
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and the gain applied to radiation from the point of re�ectionto determine its level at the

receiver.

Because the received diffuse re�ection component is the result of superimposition of the

spatially distributed individual re�ections off a surface, these are computed individually in

the system. Particular characteristics of the re�ection off a re�ection point are determined

by its local acoustic impedance. The local impedance is dependent upon the width and the

depth of an individual well in the diffuser. The impedance can be computed using equation

(3.13).

In order to determine the impulse response of a mouth of an individual well, its impedance

function must be converted from the frequency domain to the time domain using theInverse

Fast Fourier Transform, IFFT. Herein, it is important to notice that if the ordinaryrecording

were convolved through the achieved time domain representation of an impedance function,

the resulting output would be a simulation of the re�ected velocity wave. In order to avoid

this, Martin suggests that the output of the system should beconverted back to a represen-

tation of the pressure wave by convolving the velocity signal with a �rst-order difference

equation, which approximates a derivation �lter:

y[n] =
x[n+ 1] � x[n]

T
: (3.14)

In the previous expressionn is an integer variable pointing out the sampling instant, and T

is the sampling period of the system.

Mixing Specular and Diffused Components

Martin et al. have also described how to mix the specular and diffused components. In the

implemented system a summed power of the specular and diffused parts is kept constant

while at the same time the system gives to a listener the possibility to adjust the amount of

diffusivity. It is thus required thatk2
s + k2

d = 1. The proposed implementation is based on the

standard constant power panning curve [66], which is applied by the following equations:

ks = cos(kdi f f
p
2

); (3.15)

kd = sin(kdi f f
p
2

); (3.16)

wherekdi f f is the level of the diffused component which can be adjusted by the listener.

The value ofkdi f f ranges linearly from 0 to 1.ks, a specular re�ection scalar, andkd, a

diffuse re�ection scalar, are coef�cients applied to the source signal when the levels of

single specular and diffused re�ections are computed at thereceiver position.



CHAPTER 3. MODELLING DIFFUSE REFLECTIONS 51

3.5 Perceptually-Based Approach

Pellegrini's [59] suggestion for modelling diffuse re�ections is one example of perceptually-

based approaches. The proposed method was originally used for modelling a virtual Refer-

ence Listening Room (RLR). RLR is a room with high-quality listening conditions intended

for recordings and for critical assessment of the quality oftransmission equipment, for in-

stance. In order to overcome de�ciencies of real RLRs, Pellegrini suggests simulation of

the RLR by using an Auditory Virtual Environment (AVE). Virtual RLRs could be used in

recording studios in broadcasting, television, �lm, mastering, and recording, for example.

Simulation of a RLR is targeting on the same perception rather than on the same physical

properties of an environment. Therefore, plausible reproduction is suf�cient in this con-

nection. As a result, the proposed simulation algorithm is more ef�cient and less memory

consuming than an authentic reproduction algorithm, whichuses a physical model.

In the implemented system the specular part of a response is modelled with the ISM. The

method used for diffuse re�ections is described below. In order to understand choices made

in the method, an introductory experiment, introduced by Pellegrini, is described before the

method itself is presented.

Figure 3.4: Block diagram for discrete re�ection patterns with smooth energy decay. Spec-

ular re�ections + smearing allpass �lters [59].

Introductory Experiment

The block diagram of a system implemented in this experimentis shown in �gure3.4. In

the experiment single re�ections were widened using the Schroeder's allpass �lter structure

[71]. The allpass �lter structure was used to average sound energy between specular re�ec-

tions by smearing out the signal over a time period between adjacent re�ections. As a result

the modelled impulse response's energy distribution was smoother in time.
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When diffuse re�ections were modelled with this method, Pellegrini observed that �lter-

ing introduced unpleasant colouration of the source signal. He suggested several reasons

for the colouration. First of all, according to him, colouration can be understood by looking

at the short time spectrum of a given allpass �lter. A spectrum of Schroeder's allpass �lter

is �at only when a long term �lter spectrum is considered. Furthermore, colouration arise

when the allpass �lter is longer than the integration time ofthe auditory system. Problem-

atic is also that, as a consequence of temporal degradation of single re�ection signals, most

of the localisation cues are heavily degraded. Spectral cues, which would normally be used

by the auditory system, not only for localisation but also for decolouration of perceived

sound, fail to work because of the ambiguous temporal and spectral cues.

Figure 3.5: Block diagram for discrete re�ection patterns with smooth energy decay. Spec-

ular re�ections + Pellegrini's diffusion �lters [59].

Proposed Method

In order to avoid some of the problems described above, Pellegrini suggested a new �lter

structure to �ll gaps between the specular re�ections. The proposed �lter consists of two

different �lter parts. It is inserted after directional �ltering, as shown in �gure3.5. Figure

3.6shows ideal impulse responses of this �lter for the left and the right ear.

The proposed �lter transfers a specular re�ection slightlyattenuated to the output. The

impulse response of the �lter consists of a peak that is followed by an uncorrelated noise-

like part. The peak assures clearly marked specular localisation cues. According to Pel-

legrini, localisation cues are preserved because they are correlated for each output. On

the contrary, in order to simulate diffuse �eld, the following noise-like part for all output

channels should be decorrelated.

Pellegrini insists that the proposed kind of �lter structure is equivalent in terms of per-
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Figure 3.6: Suggested diffusion �lters to smear energy overtime [59].

ception to an early diffuse sound �eld which is accompanied by strong discrete re�ections.

The noise-like part smears out and equalises energy distribution. If the impulse response

is considered from room rendering point of view, resulting signal can be viewed as a com-

bination of a discrete re�ection and a very high number of diffuse re�ections coming from

similar direction as the discrete specular re�ection. The spectral behaviour of the noise-like

part can be chosen to be �at. On the other hand, it can be adapted to the short time spectrum

of the desired measured room impulse response depending on the delay time of the specular

re�ection.

As mentioned, the diffusion �lter needs to produce uncorrelated signals for each output

channel. The diffusion �lter needs therefore to be insertedafter directional �lters in the

implemented system. For binaural reproduction, for example, this means that diffusion

�lters need to be implemented twice. Compared to the simple allpass model, shown in

�gure 3.4, this results in a massive increase of processing costs. Theaforementioned is true

at least as long as the diffusion �lters are to be adjusted in length and level individually.

According to Pellegrini, for the case of constructed ideal impulse response, it has been

found that a non-individual diffusion �lter where noise's time and level ratio compared to a

direct peak is �xed [58] is suf�cient to get rid off the perceptual artifacts described above.

However, the peak-to-noise-level may need to be readjustedfor different sound materials.

The system, which uses only one diffusion �lter per output channel after the summing

stage is processing-cost ef�cient even when compared to thesimple allpass structure shown

in �gure 3.4.



CHAPTER 3. MODELLING DIFFUSE REFLECTIONS 54

Suggested Filter Implementation

Pellegrini has also suggested an implementation for the proposed diffusion �lter [59]. The

new structure makes use of complementary delayed allpass �lters that cancel each other

after some time. In the proposed approach, for each Schroeder's allpass, a complementary

delayed allpass is generated that zeroes all non-zero �ltervalues after a speci�ed delay as

depicted in �gure3.7 . The proposed �lter is still close to an allpass �lter with a reduced

length of an impulse response. It keeps the decay rate of the longer allpass �lter. The opti-

mum decay rate is depending on the number of zeroes and on the level of the initial negative

value in the impulse response of the Schroeder's allpass. Itis important to notice that the

absolute value of the initial negative peak should be exactly the same as the exponential

envelope at that time. Pellegrini has expressed a difference equation for the allpassy[n],

and corresponding formulas which show dependencies in the following way:

y[n] = � y x[n] + x[n� b] + y y[n� b]; n = 0;1;2; : : : ; (3.17)

whereb = number of zeroes,y = ebµ, 0 < y < 1, and

µ =
ln

� q
1
2

�

b+ 1
; µ = Optimum decay rate: (3.18)

If y is chosen as stated above, the initial peak has an appropriate level corresponding to the

exponential decay. For smaller values the initial peak approaches zero while the decay rate

will �atten. The envelope of the above �lter can be given by:

ENV =
1� y 2

y
eµn: (3.19)

According to Pellegrini an implementation using eight improved Schroeder's �lters in a

cascaded structure leads to a very dense reverberation without colouration that is very sim-

ilar to the desired function for diffusion. The desired functions for the left and the right ear

are depicted in �gure3.6 whereas the implemented functions are illustrated in �gure3.8.

An uncorrelated noise-like output is assured by using slightly different delays for the �lters

for each ear.
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Figure 3.7: Suggested improved Schroeder allpass using twocomplementary allpass �lters

[59].

Figure 3.8: Implemented diffusion �lters which smear energy over time [59].



Chapter 4

Experimental Part

Until now physical principles and different methods used inliterature in diffuse re�ec-

tion modelling have been considered. Based on this background a simple implementation

was carried out in this study. The purpose was to familiariseoneself with problems of

physically-based room acoustics and especially diffuse re�ection modelling.

Modelling was done by combining the ISM and the radiosity-based approach. It re-

stricted only to an early part of a response. The ISM was chosen, because in a simple

geometry, up to re�ection orders 2-3, it �nds specular re�ections fast. In addition, it is reli-

able, since it really �nds all specular re�ections. For these reasons it is commonly used for

modelling an early part of a response, which is perceptuallymore important than the late

part. However, when using only the ISM in the modelling, diffuse re�ections of the early

response are lost. In order to avoid this, a radiosity-basedapproach, somehow similar as

suggested by Lewers [48] or Dalenbäck [17], was chosen for diffused part of the response.

The implemented system is described in detail in this chapter. In addition, the modelling

results are analysed.

4.1 Implemented System

Modelling was carried out in Matlab. The modelled space was chosen to be simple. Shoe-

box shaped room was used, although it does not correspond to any real space. In this kind

of geometry, if walls are assumed rigid, the image source solution gives an exactly correct

solution [4]. Diffraction modelling with edge sources is thus not needed [79]. Because the

diffuse re�ection response was here modelled separately, the walls could be assumed to be

rigid when the specular part of the response was modelled. The diffraction modelling could

therefore be left out. Another advantage of the shoe-box shaped room geometry is that it is

easy to implement.

56
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As mentioned, in the realised implementation the specular re�ections were modelled with

the ISM, whereas the diffuse re�ections were treated with the radiosity-based approach.

After separate modelling of specular1 and diffuse re�ection responses, these were combined

to a single response as depicted in �gure4.1. Re�ections were modelled only up to the

second order specular and diffuse re�ections. Because the propagation medium inside the

room was supposed to be air, which is not totally lossless, its effect was taken into account

by air absorption �ltering the direct sound and the re�ections. Furthermore, because part

of the sound is usually lost in each re�ection as a consequence of material absorption, all

re�ections were material �ltered. Modelling was carried out with sound energies. In order

to make it possible to listen to the modelled room acoustics,the response was converted

after modelling to a pressure response by taking the square root of the modelled energy

response.

data

Model di�use re
ection response
with the radiosity-based approach

Model specular re
ection
response with the ISM

Combine responses

common input
Use

Figure 4.1: In the implemented system specular and diffuse re�ections were modelled sep-

arately with different methods.

4.1.1 Modelling of Specular Re�ection Response

Modelling of the specular re�ection response proceeded in the way illustrated in �gure4.2.

In addition to specular re�ection response, the response ofthe direct sound was predicted

during the execution of the algorithm. It was included to themodelling result.

The applied coordinate system is depicted for 2D case in �gure4.3. The actual modelling

was done in 3D, but to make visualisation in �gure4.3 more illustrative, it is presented in
1Direct sound was included in the specular re�ection response.
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2D. For the 3D case, the origin as well as the x- and y-axis werechosen as in the 2D-

case. The positive z-axis was chosen to point up to the direction of the ceiling whereas the

negative direction pointed down to the �oor. Separate partsof the algorithm are considered

next.

Input Data

Some initial information was needed before the actual response computation was possible.

The following data was used in the modelling:

� Dimensions of the room: 24 m, 30 m, 18 m (x, y, z)

� Location of the sound source: 8.5 m, 6.3 m, 1.0 m

� Location of the listener: 11.7 m, 22.5 m, 1.7 m

� Sampling rate: 48000 Hz

� Scattering coef�cient: 0.0 - 1.0

� Length of the response to be modelled: 15000 samples

� Air absorption �ltering coef�cients

� Material absorption �ltering coef�cients

Finding Locations of Image Sources

First in the actual modelling algorithm, locations of imagesources were searched for. The

�rst order image sources were found by re�ecting the sound source against each surface of

the room. In a shoe-box shaped room six �rst order image sources were found. In �gure

4.3four of these (2D case) are illustrated.

Image sources that corresponded to the second order specular re�ections were searched

for by re�ecting each �rst order image source against all other surfaces, except the surface

which had been used as the re�ecting surface when the �rst order image source in question

had been modelled. In the shoe-box shaped room 30 second order re�ections were found.

However, 6 of these were overlapping, and as a consequence, the number of second or-

der re�ections was 24. In �gure4.3 the image sources corresponding to the second order

specular re�ections, when modelled in the 2D, are illustrated.
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Air absorption �lter responses

Material �lter re
ection responses

Sum responses of direct
sound and re
ections

sources from listener
sound source and image
Compute distances of

and re
ections
arrivals for direct sound

Compute times of

listener from sound source
and image sources

Compute energies that reach

Modelled
energy response

OUTPUT:

Create separate responses for
direct sound and each re
ection

Convert arrival times to samples

image sources
Find locations of

START EXECUTION OF THE ALGORITHM

Scattering coe�cient

Air absorption �ltering coe�cients

INPUT DATA:
Dimensions of the room

Location of the sound source
Location of the listener

Sampling rate

Length of the response to be modelled

Material absorption �ltering coe�cients

Figure 4.2: A �ow chart of the algorithm which models the response for the direct sound

and specular re�ections.
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Source (8.5, 6.3)

1st order image source
2nd order image source

Listener (11.7, 22.5)

Origo (0,0)

(8.5, -53.7)

(39.5, -6.3)(-8.5, -6.3) (8.5, -6.3)

(56.5, 6.3)(39.5, 6.3)(-8.5, 6.3)(-39.5, 6.3)

(8.5, 66.3)

(-8.5, 53.7) (8.5, 53.7) (39.5, 53.7)

x

y

Figure 4.3: The �rst and the second order image sources in 2D.

Distance Delay and Attenuation

After �nding locations of the image sources, arrival times of the direct sound and the spec-

ular re�ections, and energies that they carry on to the listener position, could be de�ned. In

order to do this, distances between the image sources and thelistener were de�ned. Also,

the distance between the original sound source and the listener was computed. By utilising

the distance information and the fact that the velocity of sound in air is approximately 340
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m/s, the arrival times of the direct sound and the specular re�ections were computed2 and

then converted to samples. Energies at the listener at thesesample instants were de�ned

by applying frequency independent distance attenuation law which states that sound energy

attenuates in relation to 1=4pr2, wherer is the distance which the sound has travelled from

a point source. With the aid of information about the distance delay and attenuation, it was

now possible to create separate energy responses for the direct sound and each specular

re�ection.

Air Absorption Filtering

Energy responses of the direct sound and the specular re�ections were next �ltered with air

absorption �lters. Distance, temperature, and humidity have all an impact on air absorption.

There exist standardised equations for the computation of air absorption [3]. These have

been utilised in [69], for example. The same principles as used in [69] were applied here

when the target responses of air absorption �lters were computed. Magnitude responses of

the designed air absorption �lters, IIRs of order 6 with 10 meter step spacing, are shown in

�gure 4.4. In the implementation a 1 meter step spacing was applied.
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Figure 4.4: Magnitude responses of air absorption �lters corresponding to distances from

1m to 100m with 10 meter step spacing.

2arrival time = distance / speed of sound
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Material Absorption Filtering

Material absorption was performed with re�ection �lters inthe way proposed in [69]. Gen-

erally, when material �ltering the re�ection responses, each surface of a room must have

a re�ection �lter which corresponds to the absorption characteristics of its material. In

the implemented system, walls of the modelled room were chosen to be from the same

material. As a consequence their re�ection �lters were the same. Only the �oor and the

ceiling had different re�ection �lters. In the case of second order re�ections, the re�ection

responses were �ltered twice. The �rst �ltering corresponded to the characteristics of the

�rst re�ecting surface and the second naturally to the second re�ecting surface. Only angle

independent absorption characteristics were applied.

Chosen materials and corresponding absorption coef�cients, which were used as data

in re�ection �lter design, are shown in tables4.1 and4.2 in octave bands. Ideas behind

the algorithm used for realising absorption coef�cient data with a digital �lter has been

presented in [32]. Here the algorithm was applied in the following way: Absorption data

was �rst transformed into (energy) re�ectance data by relation Re = jRj2 = 1� a(w). The

square ofjRj2 was not taken because modelling was performed with the energies, not with

the pressures. Next, the resulting amplitudes were transformed into the frequency domain.

Filter �tting was performed in a warped frequency domain. Magnitude responses of the

modelled material �lters are shown in �gure4.5.
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Figure 4.5: Magnitude responses of used re�ection �lters.
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Table 4.1: Material absorption �ltering coef�cients, octave bands 1-5.
Surface ID Material name 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz

Ceiling 1 Rockfon 0.150 0.300 0.700 0.850 0.900

Walls 2 Smooth Concrete 0.010 0.010 0.010 0.010 0.020

Floor 3 Carpet 0.020 0.020 0.050 0.100 0.150

Table 4.2: Material absorption �ltering coef�cients, octave bands 6-9.
Surface ID Material name 2 kHz 4 kHz 8 kHz 16 kHz

Ceiling 1 Rockfon 0.900 0.850 0.600 0.350

Walls 2 Smooth Concrete 0.020 0.020 0.020 0.020

Floor 3 Carpet 0.250 0.300 0.300 0.300

Output of the Algorithm

Finally, the response of the direct sound and responses of the specular re�ections were com-

bined to a single energy response. One example of modelled energy response is illustrated

in �gure 4.6.
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Figure 4.6: Modelled energy response for the direct sound and the �rst and the second order

specular re�ections.
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4.1.2 Modelling of Diffuse Re�ection Response

Diffuse re�ections were modelled with the radiosity-basedapproach. In the modelling, each

surface of the modelled space was divided into square shapedsurface patches as depicted

in �gure 4.7. Sound energy originating from the sound source was carriedbetween the

patches until it reached the listener. The Lambert's law wasapplied in the re�ections. Air

and material absorption �ltering was performed.

x

y

z

Patch

Receiver

Source

Location of a patch

Figure 4.7: Surfaces were divided into square shaped surface patches.

In the implemented system the �rst and the second order diffuse re�ections were mod-

elled separately and then combined together, as depicted in�gure 4.8. In �gure 4.9 a �ow

chart of the algorithm in a general case of the Nth order diffuse re�ections is illustrated.

Separate parts of the algorithm are considered in detail in the following subsections.

Preparatory Computations

Before actual modelling of the diffused part of a response was possible some preparatory

computations were needed. Modelling of both re�ection orders required as input data some

common variables whose values were de�ned beforehand.
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MODEL 1ST ORDER
DIFFUSE REFLECTIONS

MODEL 2ND ORDER
DIFFUSE REFLECTIONS

COMBINE RESPONSES

COMPUTATIONS
EXECUTE PREPARATORY

Figure 4.8: Flow chart of the algorithm computing diffused part of a response.

First, locations of the surface patches and distance information needed in actual mod-

elling were computed. Distances de�ned here were: 1. distances from the sound source to

the surface patches, 2. distances between the patches, and 3. distances from the patches to

the listener. In order to �nd out distances, a point from eachpatch had to be chosen as the

location point of the patch. The centre of each patch was selected and locations of these

centre points were de�ned with three coordinatesx;y;z in the current geometry. Next, the

distance information needed could be computed and saved to matrices, in order to be used

when total lengths of re�ection paths were computed during the modelling.

The Lambert's law was applied in re�ections3. At each re�ection, sound energy illumi-

nating a surface patch was multiplied withDScosq, whereDSwas the area of the surface

patch, andq was the angle of a sound ray which irradiated from the surfaceelement to a re-

ceiver. The receiver could be a listener or another surface patch. Also, exceptionally, when

the �rst diffuse re�ection was considered, the initial energy originating from a point source

was multiplied with cosq0, whereq0 was the angle of the sound ray which illuminated the

surface element from the sound source.

Coef�cients computed here with the Lambert's law were termlsp = cosqsp, whereqsp

was the angle of a sound ray which illuminated a single surface element from the sound

source, termlpp = cosqpp, whereqpp was the angle of a sound ray which irradiated from a

single surface element to another surface element, and termlpl = cosqpl, whereqpl was the

angle of a sound ray which irradiated from a single surface element to the listener. Angles

are illustrated in �gure4.10. Coef�cients lsp, lpp, andlpl were computed for each surface

3The Lambert's law has been considered already in subsection2.3.1.
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Figure 4.9: Algorithm for computing the energy response forNth order diffuse re�ections.
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� sp� pp

Figure 4.10: Illustration related to the angles needed whencomputing the coef�cients with

the Lambert's law.

element in the modelled room. Results were again saved to matrices in order to be used

later in the modelling.

Actual Modelling of the Nth Order Diffuse Re�ection Response

The following input data was used for Nth order diffuse re�ection modelling:

� Locations of surface patches. The size of a patch prescribedthe locations. These

were de�ned during preparatory computations.

� Distance information and coef�cients for the Lambert's law. Also these were de�ned

during preparatory computations.

� Patch size: 1.5 m - 6.0 m. This was the length of a side of a square patch.

� Sampling rate: 48000 Hz

� Scattering coef�cient: 0.0 - 1.0

� Length of the response to be modelled: 15000 samples

� Air absorption �ltering coef�cients

� Material absorption �ltering coef�cients

The modelling algorithm started by computing the lengths ofthe Nth order diffuse re-

�ection paths with the aid of distance information de�ned during preparatory computations.
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Arrival times of the re�ections to the listener were de�ned in samples in the same way as

was done for the specular re�ections. Energies that arrivedat the listener at the computed

sample instants were de�ned with the following expression in the case of the �rst order

diffuse re�ections:

El = s
E0

4pr2
sp

DS
lsplpl

pr2
pl

; (4.1)

wheres is the scattering coef�cient,E0 is the initial energy at a source point,rsp is the

distance between the sound source and the surface patch,DS is the area of the surface

patch, lsp and lpl are coef�cients needed when applying the Lambert's law, which were

de�ned during preparatory computations, andrpl is the distance from the surface patch to

the listener.

On contrary, the energies of the second order re�ections were computed with the follow-

ing expression:

El = sEpDS
lpl

pr2
pl

; (4.2)

where

Ep = s
E0

4pr2
sp

DS
lsplpp

pr2
pp

: (4.3)

In this expression all other variables are what has been explained in the connection of equa-

tion (4.1), butlpp is a coef�cient needed when applying Lambert's law between patches and

rpp is the distance between patches where the �rst and the secondre�ections occur.
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Figure 4.11: Modelled energy response for diffuse re�ections (without direct sound), patch

size 9 m2.
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Next, by utilising the arrival times and the energies, responses for all re�ections were

created. Air absorption �ltering was performed in the same way as this was done with the

specular re�ections. After air absorption �ltering, responses of diffuse re�ections which

travelled through the same surfaces were combined. Now, it was possible to material ab-

sorption �lter these responses with corresponding material �lters. Naturally, also here the

same �lters were applied as with the specular re�ections. After material absorption �ltering

all re�ection responses were added together to a single energy response.

Combining First and Second Order Diffuse Re�ection Responses

Finally, the modelled �rst and second order diffuse re�ection responses were combined to

a single energy response. One example of the modelling results is depicted in �gure4.11.

4.1.3 Combining Specular and Diffuse Re�ection Responses

After modelling separate energy responses for specular4 and diffuse re�ections, these were

now added up. Yet, the achieved energy response was converted to a pressure impulse

response by taking the square root from the modelled response. This was done in order

to enable convolution with an anechoic recording which is a sound pressure signal. After

convolution, the modelled room acoustics could be listenedto. An example of a modelled

early pressure impulse response is shown in �gure4.12.

2000 4000 6000 8000 10000 12000 14000

0

0.2

0.4

0.6

0.8

1

Final Pressure Impulse Response, Scattering Coefficient: 0.5

Samples

P
re

ss
ur

e

Figure 4.12: Modelled early pressure impulse response, patch size 9 m2.

4The direct sound was included in the specular response.
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4.2 Analysis

To �nd out the effect of the scattering coef�cient, as well asthe effect of the patch size,

several impulse responses were computed and analysed.

4.2.1 Effect of the Scattering Coef�cient

The value of the scattering coef�cient was changed from 0.0 (= only specular re�ections)

to 1.0 (= totally diffuse re�ections) with 0.1 step spacing.Resulting pressure impulse re-

sponses are depicted in �gures4.13and4.14. These responses were also convolved with

anechoic recordings (a theme played with a guitar and a rhythm played with a snare drum),

and resulting sound samples were listened to in informal listening tests. Clear differences

were perceived between cases where modelled responses weretotally specular and totally

diffuse. The differences were more prominently heard in thesnare drum sound samples.

However, when the diffusion was increased step by step, differences between adjacent

sound samples were hardly noticed.

Listening only to the beginning of a response is not natural.A noticeable echo was

heard in the end of those responses where the specular re�ections were prominent. As

can be seen from �gures4.13 and 4.14, the last specular second order re�ection arrives

considerably later than others. This re�ection is the source of the above mentioned echo. If

a formal listening test would be organised with sound samples convolved with the modelled

responses, the last specular re�ection should be neglectedfrom the responses.

In �gure 4.15 frequency responses (between 500 - 24000 Hz)5 of the whole modelled

early response are illustrated in cases where re�ections are totally specular and totally dif-

fuse. It can be seen that the frequency response in the case oftotally diffuse re�ections is

much smoother than with totally specular re�ections. In thespecular re�ection response

a clear comb �ltering effect can be observed. In �gure4.16 frequency responses of the

impulse responses, which include the direct sound and the �rst specular re�ection from the

�oor, are depicted in a case where the re�ections are totallyspecular, in a case where diffu-

sivity has increased so that the scattering coef�cient is 0.5, and in a case of totally diffusing

surfaces. From this �gure the impact of increasing the diffusivity can also be perceived

well. Diffuse re�ections break the comb �ltering effect andsmooth gradually the response.

5Low frequency response between 0 - 500 Hz was left out here andin the following because methods based

on the geometrical room acoustics are not accurate at this frequency range [68]. The low frequency response

should be modelled with a wave-based method.
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Figure 4.13: Pressure impulse responses. Scattering coef�cient changes from 0.0 to 0.5.

Patch size is 9 m2.
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Figure 4.14: Pressure impulse responses. Scattering coef�cient changes from 0.6 to 1.0.

Patch size is 9 m2.
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Figure 4.15: Frequency responses between 500 - 24000 Hz in cases of totally specular and

totally diffuse re�ections. In the middle row frequency responses are plotted with a linear

frequency scale while in the bottom row logarithmic frequency scale is used.

4.2.2 Effect of the Patch Size

Also, the impact of the value of the patch size variable on themodelling result was inves-

tigated. In �gure4.17the modelled pressure impulse responses with three different patch

sizes are illustrated (36 m2, 9 m2, 2.25 m2). In all cases the value of the scattering coef�-

cient was kept constant (0.5). It can be perceived that changes in the modelled responses are

small. When the patch size is greater, the re�ections arrivemore sparsely when compared

to the smaller patch size responses. However, the total energy of diffuse re�ections stays

approximately the same in all cases. Furthermore, when frequency responses achieved with

different patch size parameters are compared in �gure4.18, it is hard to �nd signi�cant

differences between the responses. Also in this connectionanechoic recordings were con-

volved with the modelled responses and listened to in informal listening tests. Differences

could not be perceived between the responses.

4.2.3 Discussion about Implementation

During the implementation process it was realised that physically-based diffuse re�ection

modelling is not trivial. Several preliminary implementations were carried out. First, lis-
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Figure 4.16: Above: Pressure impulse responses between samples 2000 - 3640 (42 ms -76

ms) in cases where the scattering coef�cient is 0 (= totally specular re�ections), 0.5 and 1.0.

Below: Frequency responses of modelled impulse responses in the corresponding cases.

tener modelling was also meant to be integrated into the system, but in initial experiments

it was noticed that �ltering every diffuse re�ection with corresponding head related trans-

fer function (HRTF) results in very long execution time of the program. HRTF modelling

was left out from the �nal system. The choice can be justi�ed by noticing that responses

modelled without HRTFs tell actually more about the acoustical characteristics of the room

because inaccuracies in listener modelling do not disturb the modelling result. The fact

is that HRTFs which would be used in the modelling would not correspond to individual

listeners' HRTFs, expect the person whom HRTFs would be used.

Advantages of the proposed kind of approach relate to the applied diffuse re�ection

model which is based on the radiosity. In it contribution strengths between the source,

the patches, and the listener can be de�ned generally so thatall orders of diffuse re�ec-

tion responses can utilise this same information. Also, theuse of the ISM guarantees that

all specular re�ections are found. However, if the proposedmodel would be used for pre-

dicting a full length response, the ISM should be replaced with some other method after a

couple of re�ection orders due to rapidly increasing computational requirements.

Anyway, the realised system is open to discussion in many ways. First of all, as was no-

ticed in the previous subsection, the problem of the proposed method is that it doesn't model
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Figure 4.17: Pressure impulse responses, patch size varies, scattering coef�cient: 0.5.

arrival times and magnitudes of diffuse re�ections absolutely accurately. Depending on the

size of a patch, arrival times, and also magnitudes of the diffuse re�ections vary. When

applied to room acoustics modelling, the radiosity-based approach is thus approximate, not

an exact model for energy spreading out from a source to a listener.

Secondly, in many auralisation applications the processing should be done in real time.

Also, dynamic changes of listener's and sound source's positions, as well as changes in

the room geometry should be possible. Nowadays dynamic real-time systems are fully

employed when computing the specular re�ections up to order2-3 and at the same time

simulating the late reverberation with recursive �lter structures [49]. In the implemented

shoe-box shaped room, the number of the �rst and the second order diffuse re�ections arise

with the greatest patch size (36 m2) to 7392 re�ections, which is far more than the number of

specular re�ections which is 24. With a smaller patch size and in more complex geometries

the number of re�ections grows even further up. When these numbers are examined, it is

obvious that the proposed system is not capable of real-timedynamic processing.

In the implemented system the scattering functions were supposed to follow the Lam-

bert's law. In reality, this assumption does not apparentlyhold. If a real room would be

modelled, more reliable scattering functions for all surfaces of the room should be found. In
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Figure 4.18: Frequency responses with patch sizes 36 m2 and 2.25 m2. Middle row: linear

frequency scale. Bottom row: logarithmic frequency scale.

addition, the frequency dependence of scattering would need to be taken into account. Dif-

ferent scattering coef�cients and functions should be applied to different frequency ranges.

Modelling should be done separately for individual frequency bands. The results could be

combined afterwards to a single response which covers the whole frequency range.

One more disadvantage of the suggested method is that some ofthe initial energy orig-

inating from the sound source is lost during the modelling. This happens because, in this

model, specular re�ections can cause only specular re�ections and diffuse re�ections only

diffuse re�ections. All re�ection combinations are thus not modelled. A better solution

would be to apply a kind of method proposed by Dalenbäck [17].
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Discussion

In the previous chapters, the theoretical background, a fewdiffuse re�ection modelling

methods, and a simple implementation have been presented. In this chapter, on the grounds

of these studies, diffuse re�ection modelling techniques suitable for different purposes are

discussed. First, methods most applicable for predicting acoustical quality of a real room by

de�ning room acoustical parameters from a room impulse response are considered. Then

methods most suitable for auralisation purposes are discussed. Finally, demands caused by

dynamic real-time systems are covered.

5.1 Diffuse Re�ection Modelling when Predicting Acoustical

Quality of a Room

As was mentioned already in the beginning of section2.4, one situation where comput-

erised room acoustics prediction is often needed, is the designing process of a new space.

Prediction is required also, when the purpose is to improve acoustics of an existing space.

In these contexts, the aim of the prediction is to �nd out the acoustical quality of the studied

space.

The characteristics of room acoustics can be estimated by de�ning room acoustical pa-

rameters from a modelled energy response. There exist several room acoustics prediction

software1 which aim at accurate room acoustics prediction. Diffuse re�ections are mod-

elled in these in more or less different ways. Common to the software is that they all apply

physically-based modelling methods. With today's computational resources computations

are forced to be executed off-line. It is not possible to get exact information about the used

methods, but with the aid of publications one can familiarise him/herself with the most

1For example Odeon (http://www.dat.dtu.dk/� odeon/), Catt (http://www.catt.se/), and Ease

(http://www.audioease.com/)

76
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commonly suggested methods and principles. This is what hasbeen done in this thesis.

The emphasis in this thesis has been on the ray- and radiosity-based diffuse re�ection

modelling methods. Wave-based methods which predict the response of an entire room

have not been considered. As a consequence, wave-based methods are left out also here,

when advantages and disadvantages of the studied methods2 are discussed.

Randomised Ray Tracing Methods

As was mentioned in section3.1 the most traditional method for diffuse re�ection mod-

elling is the randomised ray tracing. The randomised ray tracing approaches are statistical.

If scattering coef�cients, distribution functions of diffuse re�ections, and absorption prop-

erties of surfaces have been de�ned accurately, and in addition, if a suf�cient number of

rays are sent, results converge to exact results. A clear disadvantage of the method is a

large number of rays required. Computations are thus usually time-consuming, especially

in complex geometries.

The fact is that diffusion, as well as absorption propertiesof surfaces vary as a function

of frequency. For this reason, when applying the randomisedray tracing, modelling is nor-

mally done separately for narrow frequency bands. Frequency dependence of scattering and

absorption increases the required computation considerably. In order to reduce computa-

tion, procedures, such as suggested by Embrechts [21], can be utilised, when accuracy of

the modelling result is not highly critical. However, Embrechts' method is not applicable,

if the distribution functions of diffuse re�ections are notsimilar in all frequency bands.

ISM and Hybrid Approaches

With the image source method, only specular re�ections can be modelled. Therefore,

it alone can not be used when modelling spaces where the surfaces are diffusely re�ecting.

However, if the surfaces of the room are partially diffuselyre�ecting, it is possible to com-

bine the ISM with some other method which is capable for diffuse re�ection modelling.

Also, one possibility is to use the ISM for the early part of the response while the late part

is predicted with the randomised ray tracing, as suggested by Vorländer [89]. With such a

procedure all early re�ections are surely found, and at the same time less rays are suf�cient

for the late part of the response. However, a clear disadvantage of using only the ISM for

the beginning of the response is the fact that early diffuse re�ections are now totally lost.

Furthermore, frequency dependence of scattering and absorption must again be taken into

account. This increases computational load.

2When de�ning room acoustical parameters from a predicted RIR
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A solution, which utilises the ISM, and models also diffuse re�ections for the beginning

of a response, has been suggested by implementation presented in the experimental part of

this thesis. With some modi�cations the presented model could be applied also to prediction

of a full length response. The ISM should, however, be replaced with another method

in this model after a couple of re�ection orders due to rapidly increasing computational

requirements. The model has already been analysed in section 4.2, and for this reason, its

advantages and disadvantages are not repeated here. However, in summary, these mostly

relate to the used radiosity model.

Beam/Cone Tracing Methods Combined with Radiosity-based Approaches

Another kind of hybrid approach is to combine the beam/cone tracing with the radiosity.

An example of such an approach is Lewers' method [48] where the specular re�ections

were modelled with the beam tracing while the radiosity was utilised for the diffused part.

As is clear on the grounds of the previous chapters, an advantage of choosing a radiosity-

based diffusion model is that when contribution strengths between a listener, surfaces, and

sound sources have once been determined this information can be utilised by all re�ection

orders. Processing of the algorithm can therefore be quite fast. A clear disadvantage of the

Lewers' method is that the density of the surface grid and also the beam density in�uence

on the spatial, temporal, and angular accuracy of the modelling result. One more problem

of the method is that all re�ection combinations are not included in the model.

Another presented method which grounds on the beam/cone tracing is Dalenbäck's [17]

approximate cone tracing -based suggestion which combinesspecular and diffuse re�ection

modelling in the same algorithm. With this method all re�ection combinations can be mod-

elled. The algorithm is also computationally quite ef�cient. Despite, Dalenbäck himself has

suggested that the proposed method could be utilised only for the early part of a response,

so that the modelling could be done with a normal personal computer. Since Dalenbäck

proposed his method, computational power has increased a lot and so, apparently more

re�ection orders could be modelled nowadays.

Dalenbäck has pointed out some disadvantages of his algorithm. These relate to approx-

imations involved. A fact is that also in this method the ray and the patch density has

in�uence on spatial, temporal, and angular accuracy. Sincethe centre of a patch, instead

of an exact point a ray hits, is used as a secondary source, theorigin of a diffuse re�ection

translates a little in time. In addition, a more correct method for recording re�ections at

patches would be to record all those covered by a cone face. However, this further compli-

cation is incompatible with approximate cone tracing. In itonly a centre ray, not an actual

cone face, is traced. The uncertainty is largest for grazingincidence. This could, how-
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ever, be diminished for the most important surfaces by increasing the patch density. Every

surface or part of the surface could have its own density.

Frequency dependence of surface diffusion (and absorption) is an issue also in context

of the beam/cone tracing approaches which apply methods evolved from the radiosity for

diffused part of a response. If the acoustics of a real space would be predicted, scatter-

ing coef�cients of all surface materials should be available in narrow frequency bands and

modelling should be done separately to each frequency band.Furthermore, in previously

presented models scattering functions were expected to be Lambertian. This doesn't nor-

mally correspond to a real case. Dalenbäck has, however, suggested that also angle depen-

dent scattering functions could be utilised with his methodif angle information of hitting

rays as well as the strengths would be recorded to the patches. If the purpose would be to

model acoustics of a real space accurately, this should be possible with the software used

for prediction.

5.2 Diffuse Re�ections in Context of Auralisation

Results of the modelling process can be utilised in different ways when estimating the

acoustical quality of a space. As was mentioned in the previous section, a modelled room

impulse response can be used for de�nition of room acoustical parameters. On the other

hand, room acoustical quality can be estimated by listening. In cases where the objective

is to analyse acoustics of a space by listening, the accuracyof prediction result is highly

critical.

If the objective would be to predict an optimal pressure impulse response for auralisation

purposes, modelling would need to be done separately for each single frequency. This re-

sults from frequency dependence of diffusion and absorption. However, because diffusion

and absorption properties of surfaces are not normally known accurately enough, and since

there are also computational limitations, modelling with the studied ray- and radiosity-based

approaches is in practice forced to be done in narrow frequency bands. As a consequence

prediction results are more or less approximate. Usually they are, however, suf�ciently ac-

curate to be used for de�nition of room acoustical parameters from room impulse response,

i.e. for a purpose where these methods have originally been developed.

In order to achieve more accurate results required in auralisation, more developed meth-

ods would be needed. Currently ef�cient solutions for an entire room do not exist. For this

reason, in the future, the investigations should be pointedto the wave-based approaches.

Already developed methods should be studied in detail. How these could be utilised and

optimised for predicting an accurate pressure impulse response of the entire room should

be investigated. In addition, it could be worthwhile to acquaint oneself with methods which
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have been used in other �elds of physics. One may �nd methods which have not yet been

applied to room acoustics prediction and thus auralisation. One point where to start could be

a study, where single re�ections from diffusely re�ecting surfaces would be measured in an

anechoic chamber. On the grounds of measurements, suitability and accuracy of different

methods for predicting a pressure impulse response could then be estimated.

Until now discussion has considered situations where an objective has been to �nd out

an accurate room impulse response of the modelled space so that this could be used for

estimation of acoustical quality of a space. However, thereare also situations where the

prediction result is not as critical and so more or less approximate results are adequate.

In this thesis two approaches suitable to be used in situations where highly accurate pre-

diction result is not needed were presented. These are models proposed by Martin [52] and

Pellegrini [59]. In both of these specular re�ections were modelled with the ISM. Martin

applied physical models of the Schroeder diffusers for predicting the diffused part of a re-

sponse while Pellegrini suggested perceptually-based diffusion �lter approach. A fact is

that the ISM can normally be used only for an early part of a response due to computa-

tional limitations. Thus, when applying Martin's or Pellegrini's method the late part of the

response needs to be modelled with some other approach. Mostoften late reverberation is

simulated with recursive digital �lter structures.

An advantage of aforementioned kind of approaches are that they allow real-time pro-

cessing. However, diffuse re�ection modelling in these methods does not relate actually to

a modelled space. As a consequence, these methods are not suitable to be used in models

which aim at prediction of acoustical quality of a space.

Is it then really possible to distinguish between responseswhere diffuse re�ections have

been modelled based on the physical reality of the space or based on some more or less per-

ceptually-based approaches? In order to answer this question in context of early response,

the following listening test is suggested.

In this test, sound samples achieved by convolving anechoicrecordings with two kind of

early responses are listened to. Responses of the �rst classare modelled in a way proposed

in the experimental part in section4.1. On the contrary, responses of the second class

are modelled with the method proposed by Pellegrini [59]. The energy which is smeared

between specular re�ections in the Pellegrini's method, istaken from the response modelled

with the method proposed in the experimental part. Comparison of sound samples achieved

by convolving anechoic recordings with the modelled responses would give information

about how accurately early diffuse re�ections are heard. Ifthe responses would be clearly

differentiated by the listeners, it could be con�rmed that the accuracy is really important,

when the modelling is done for listening purposes.
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5.3 Real-time Dynamic Diffuse Re�ection Modelling

So far, the discussion in this chapter has restricted to a static case where the location of

the listener, the location of the sound source/sound sources, and the geometry of the mod-

elled space do not change during the modelling. However, in many cases, it would be

advantageous if real-time dynamic changes in the modelled environment would be possi-

ble. Computer games and virtual reality applications are typical examples of the systems

with such requirements.

Also, when the acoustical quality of the room is evaluated bylistening the auralisation

result, it would be advantageous, if it would be possible to move around in the modelled

space during the listening. Furthermore, it would be helpful if impacts of changes in lo-

cations of the sound sources and impacts of changes in the geometry and in the surface

materials could be listened to.

The fact is that dynamic real-time processing increases required computation consider-

ably. Impulse responses need to be recomputed every time something changes in the en-

vironment. Interpolation is needed between the changing responses. The studied ray- and

radiosity-based approaches can not be applied for the diffuse re�ection modelling when the

requirements are such. On the grounds of studied methods andrealised implementation

it seems that only solutions to the dynamic real-time room acoustics modelling are kind

of approaches suggested by Martin [52] and Pellegrini [59] combined with the recursive

digital �lter structures for the late part of the response. As was already mentioned in the

previous section, the clear disadvantage of these methods is that exact characteristics of the

modelled space are lost.

Although physically-based approaches can not normally be applied when dynamic real-

time processing is needed, with the following approach somechanges in the environment

could be allowed when the prediction is made with these methods. In this approach it

is assumed that the sound source/sources, the geometry, andthe surface properties of the

modelled space do not change. However, dynamic changes in the listener position are

possible.

In the proposed solution the impulse responses are computedoff-line beforehand at sev-

eral points in a room. These points constitute a very dense grid inside the room. When

listener then moves in the modelled space, the response in the grid which is closest to the

listener's location is chosen to be used in auralisation. When the listener moves to another

point, the change of the response is smoothed by interpolation between the responses. This

kind of procedure allows the listener to move around in the modelled space and listen to the

acoustics in different locations.

Of course, modelling could be done also so that the listener would be kept at the same



CHAPTER 5. DISCUSSION 82

position and the sound source/sources would be moved in the modelled space. One more

choice could be to keep the listener and the sound sources at the �xed positions and enable

certain geometrical changes or changes in surface materials, which could be controlled by

the listener in real time after modelling.

The disadvantages of the proposed method relate to the huge amount of precomputing.

However, the number of responses which need to be computed could be reduced if user's/-

source's route/routes in the space, or choices in cases where the listener is allowed to change

the geometry/surface materials of the room, would be de�nedbefore computations. This

would, however, reduce �exibility of the system.



Chapter 6

Conclusions and Future Work

The objective of this thesis has been to familiarise oneselfwith physical principles and dif-

ferent methods used in diffuse re�ection modelling in context of room acoustics prediction.

Basic principles, several modelling methods, their suitability to different purposes, and their

de�ciencies have been discussed. Also, a simple implementation has been carried out. The

emphasis of the work has been on the ray- and radiosity-basedmodelling methods. Con-

clusions based on the studies are summarised as follows:

� Diffuse re�ection is a highly complicated phenomenon. It results from surface irreg-

ularities and/or rapidly changing surface impedance.

� How a surface re�ects sound depends on frequency. Therefore, diffuse re�ections

should be modelled frequency dependently.

� Scattering functions for diffuse re�ections have been traditionally modelled with the

Lambert's law. However, there is no physical background to support it. If a reliable

result is sought for, measured or theoretically computed scattering functions should

be exploited.

� The ISM method is incapable for modelling diffuse re�ections.

� If a suf�cient number of rays is sent and if modelling is done frequency dependently,

the most accurate methods1 for predicting a room impulse response which includes

also diffused re�ections are approaches based on the randomised ray tracing.

� If the speed of an algorithm is essential, methods based on the beam/cone tracing

combined with radiosity-based approaches are more suitable to be used for predicting

a response of a room.
1From ray- and radiosity-based methods
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� Models applying the radiosity-based approaches are not absolutely accurate. For ex-

ample, the patch density has in�uence on the spatial, temporal, and angular accuracy.

� Accurately modelled diffuse re�ection response is essential especially in auralisation.

Predicting response with correct magnitude and phase information is problematic due

to frequency dependence of surface properties.

� Real-time dynamic auralisation is so far forced to use methods which don't model

diffused part of a response physically-based.

Furthermore, in the previous chapters, some suggestions for the future studies have been

given. Things to do in the future:

� Applicability of diffuse re�ection modelling methods which have been utilised in

other �elds of physics could be studied. Do there exist methods which have not

yet been fully examined from the room acoustical modelling perspective? If there

exist, how these approaches could be applied and optimised for the room acoustics

prediction should be studied.

� Impulse responses from a diffusely re�ecting plane could bemeasured in an anechoic

chamber. A scattering function for the plane would be de�nedbased on the measure-

ments. Next, different modelling methods could be used to predict computationally

this response. Modelling results would be compared to the measured response and

thus the accuracy and reliability of the modelling methods could be estimated.

� A listening test suggested in section5.3could be organised. The purpose of this test

would be to investigate whether small changes in the diffused part of a response are

audible or not.
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